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Abstract: A lack of knowledge about butterflies can cause problems because butterflies
play an essential role in the ecosystem. The urgency of this research was related to the
field of biology, namely, the classification of butterfly images, which can help in under-
standing migration patterns, mating patterns, and behavior patterns of butterflies in inter-
actions with the surrounding area. The purpose of this research was to classify butterfly
species. The dataset used was a butterfly image dataset of 5,499 with 50 species. The
method applied was a convolution neural network (CNN) with AlexNet architecture. The
training process using the AlexNet architecture began with the input of the image dataset;
the dataset would be preprocessed, such as resizing and RGB to grayscale. Then, do the
filter or kernel. The output from the kernel was used to perform pooled convolution. Con-
volution and pooling were performed five times. Each of the last max pooling results was
flattened three times to convert the matrix-shaped image into three dimensions. After that,
it was fully connected. The last stage was that the image can be classified. The testing pro-
cess using the AlexNet architecture began with the input of the image dataset; the dataset
was preprocessed, such as resizing and RGB to grayscale. Then, the dataset was classified
with the AlexNet architecture CNN. After that, an evaluation model was carried out, and
finally, the results of the butterfly image classification. The classification results obtained
an accuracy of 80 % with a 100 × 100 resize, 82 % with a 150 × 150 resize, and 82 % with a
200 × 200 resize.
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1 Introduction

Butterflies are brightly colored insects with triangular wings, that belong to a large group
of insects called Lepidoptera. Lack of knowledge about butterflies raises concern since they
also play an essential role in our ecosystem. Due to the lack of general knowledge about
butterfly species, there still needs to be more interest in butterfly conversion [1]. Butter-
fly image classification is urgent in biological research because it can provide insight into
butterfly behavior. The main problem is the wide variation of butterflies’ shape and color,
makes species identification difficult. Image classification can be an invaluable tool for but-
terfly species identification by minimizing errors in grouping butterfly species. Information
on butterfly species found in an area can provide insight into the ecology, environmental
sustainability, and changes in butterfly populations. The urgency of butterfly image classi-
fication can help aid interactions with their ecosystems, which has an essential involvement
in understanding and protecting biodiversity [2]. Butterflies can be distinguished by color,
wing shape, and other features, which are extracted according to the included image. Then,
the appropriate classification results are returned according to their similarity [3].

The development of artificial intelligence technology in image processing is proliferat-
ing. One of the available techniques is deep learning, which can detect and recognize an
object in a digital image [4]. Finding patterns and classifying data becomes an interesting
discussion from time to time. Pattern recognition solves problems related to recognition
or classification, such as speech, document text, handwritten character classification, and
batik pattern recognition.

Convolution neural network (CNN) have been widely used in visual pattern recogni-
tion systems. Research by Wu et al. [5] uses CNN to detect faces and facial expressions.
Research by Grossberg [6] uses CNN surprise shut to detect images of eyes and faces. Al-
though many image recognition algorithms are based on CNN, their recognition effect is
perfect. However, many detection algorithms now use specialized databases to design
network depths and layers. Through continuous exploration, the best parameters and
optimization algorithms are found [7]. CNN has several VGG-16, VGG-19, GoogLeNet,
ResNet, and AlexNet architectures that have been applied to image classification without
involving the segmentation process or using the segmentation process [8].

The deep learning method that can recognize objects in an image is CNN. CNN ca-
pability is considered the best method for object detection and recognition. CNN has the
same method as neural networks, consisting of neurons with weights, biases, and activa-
tion functions. The recognition technique using CNN can replace the human eye because of
the accuracy, level of sharpness, and contrast in the image for precise results [9, 10]. CNN
has a multi-layer arrangement consisting of a pooling layer and a fully connected layer.
The CNN layer arranges neurons so that they have three dimensions [11, 12].

Several related studies have conducted research using the butterfly object and the CNN
method but obtaining different accuracy values. Prayogi et al. [13] classified various clove
images using deep learning with the CNN algorithm. The model results give a reading ac-
curacy of 65.25 %. The CNN hyperparameter increases the accuracy of the test data reader
to 87.75 %. Zhao et al. [3] performed butterfly recognition based on faster R-CNN. This
study uses the object image of a butterfly. The average classification accuracy can reach
70.4 % when applying the R-CNN algorithm. Tang et al. [14] use deep learning for auto-
mated butterfly segmentation in the Leeds Butterfly Public dataset, demonstrating that this
method outperforms sophisticated deep learning-based image segmentation approaches.
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Annesa et al. [15] identified reptile species using CNN. This study uses the image of a rep-
tile. This study achieved 93 % accuracy in identifying 14 different types of reptiles. Kato
et al. [16] performed preprocessing using multiple steganography for intentional image
downsampling on CNN-based steganalysis. Ghazal et al. [17] accurately detected non-
proliferative diabetic retinopathy on optical coherence tomography images using CNN.
Sunardi et al. [18] researched facial recognition systems in CNN-based room security. The
object used is a facial image. The results of predictions with 100 % accuracy mean that
all data can be identified correctly. The CAD learning-based transfer system achieves a
promising accuracy of 94 %. The difference from related research is in the research object.
The similarities from related research are the object of research using butterflies and the
CNN method.

While classification models have evolved, improving accuracy in recognizing similar
butterfly species remains essential. A deeper understanding of butterfly behavior and
ecology through CNN methods is still a capability that has yet to be fully utilized. In-
creasing the classification accuracy of more sophisticated CNN models and more careful
preprocessing methods will improve the accuracy in identifying butterfly species, espe-
cially those with significant visual similarity. This research focuses more on using image
data to classify butterfly images with CNN AlexNet classification to determine the accu-
racy of accuracy values. The main contribution of this research is to improve classification
accuracy, supporting the understanding of butterfly ecology.

This study uses classification to classify butterfly species. The image dataset consists
of 5,499 RGB color images of butterflies with 50 species consisting of 10% testing and 90%
training data. This study aims to classify butterfly species using the CNN method with
the AlexNet architecture. The use of Alexnet architecture is because it has been tested to
provide excellent performance in image processing.

2 Research Method

The research method is an overview of research conducted from start to finish, with the
research flow shown in Figure 1.

The stages of the research can be seen in Figure 1a. First, the input dataset was tested,
and then the dataset was preprocessed, such as resizing and converting RGB to grayscale.
The output of the preprocessing dataset test was classified using CNN with the AlexNet ar-
chitecture. The AlexNet architecture classification stage results were then used to carry out
the data using an evaluation model. The final results of the data were classified according
to the species.

The research stages in Figure 1b can be seen first when the input dataset is trained
and then preprocessed, such as resizing and converting RGB to grayscale. The output
from the preprocessing, the training dataset, was classified using the AlexNet architecture.
The results of the preprocessing were done by convolution using filter 96. The output
convolution was done by batch normalization or ReLU; after that, the results of the batch
normalization were done by max-pooling. The convolution, batch normalization, and max-
pooling stages were performed five times. Then, the last result of max-pooling was done
flattening, and the result of flattening was done densely two times. The results of the dense
evaluation model were carried out to get the best results. The output of the last stage of
classification resulted.
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Figure 1: Research flow a) testing and b) training.

2.1 Datasets

The dataset was obtained from the Kaggle Website
(https://www.kaggle.com/datasets/gposenka/butterfly-images40-species). The dataset
used was 5,499 RGB color butterfly images with 50 species consisting of 90 % training data
and 10 % testing data. Names of butterfly species used in classification tests are Adonis,
African Giant Swallowtail, American Snoot, ANN 88, and Gray Hairstreaks. Figure 2 is an
example of butterfly image data.

2.2 Preprocessing

Preprocessing was the stage used to prepare image data before further processing [19].
Preprocessing techniques to reduce these differences were based on increasing contrast and
centering data [20, 21]. Preprocessing stage where all unequal image sizes were changed
to 150 × 150 pixels because CNN received the same size. After resizing, the RGB image
was converted to grayscale for processing and model training [22]. This preprocessing was
used to normalize images in assessing their impact on the classification results of each CNN
model. The data preprocessing stage used the tensorFlow preprocessing library [23].
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Figure 2: Image of a butterfly.

2.2.1 Resizing

Resizing was the process of resizing an image by changing its horizontal and vertical res-
olution [24]. Resizing was aimed at the efficiency and effectiveness of the CNN input sys-
tem [25]. Images were resized to 100 × 100, 150 × 150, and 200 × 200 pixels. The goal was
to equalize the size of the input image for the butterfly image and look for different levels
of accuracy for the different input images [26].

2.2.2 Grayscale image

Grayscale image processes a gradient of black and white, which produced a gray effect. In
images of this type, color was represented by an intensity between 0 and 255. A value of 0
meant black and a value of 255 meant white [27].

2.3 CNN-AlexNet Architecture

CNN is a multi-layered deep learning technique that extends an artificial neural network
(ANN). CNN is processed by the network layer and produces output of a certain class.
Each level conducts training and the output from each level is used as input for the next
level. Initially, CNN generates simple features such as color, brightness, and edges, while
later levels generate more complex features.

In 2012, as in [28], creator AlexNet won the ILSVRC (2012) by a significant margin.
Five convolutional layers and three fully connected layers comprise the CNN. With width,
height, and depth (red, green, and blue) measurements of 227 × 227 × 3, the first AlexNet
layer was utilized as the input filtered image. The remaining layers were feature extractors
when the final connected layer joined the other 1,000 connected layers. AlexNet created a
4,096-dimensional feature vector for each input image, with a hidden layer instantly acti-
vated before the output layer. The enormous AlexNet system had 650,000 neurons and 60
million parameters. The model was tested on the ImageNet dataset of 150,000 test images
after training on roughly 1.2 million training images. This model reduced the problem
of overfitting very effectively with the help of maintaining dropouts and data augmenta-
tion [29].
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Figure 3: AlexNet architecture.

Figure 3 shows the AlexNet architecture starting with preprocessed image input with a
result size of 150 × 150, and then filtering or kernel is performed. The output from the ker-
nel was used by pooled convolution. Convolution and max pooling was done five times.
The last max-pooling was flattened for every result to change the matrix image into one
dimension. After that, I fully connected three times. The last stage of the image could be
classified.

2.3.1 Convolution layer

The convolution layer was used to filter the inputted image using the kernel by applying
convolution. The filter came through the input tensor and generated an output feature.
Convolution was capable of extracting different features from images, such as edges, tex-
tures, objects, and scenes [30].

2.3.2 Pooling layer

Pooling layers were used to reduce object size and a number of parameters. The pooling
layer was done after the convolution layer stage. This function calculated the average of
each filter from the convolution layer [31]. The pooling layer was also for adjusting data
overfitting with nonlinear down sampling via operators [32].

2.3.3 ReLU activation

ReLU (Rectified Linear Unit) activation was an activation layer in the CNN model that
applied the function f(x) = max(0, x), which meant that this function performs zero value
thresholding on the pixel value in the input image. This activation caused all pixel values
that were less than zero in the image to be 0.

2.3.4 Fully connected layer

The fully connected layer was similar to the fully connected layer in a general neural net-
work, having complete connections to all the neurons in the previous layer [33]. After the
convolution and pooling layer stages had been carried out, the entire feature matrix was
converted into one vector by applying a procedure called flatten [31].
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2.4 Model Evaluation

Evaluation of the AlexNet architectural model was used to determine the effect. This eval-
uation used an accuracy matrix that could be calculated using (1).

Accuracy (%) =
The number of correct classification

Total testing data
× 100% (1)

3 Result

The research discussed the analysis of research that had been done on butterfly image
classification using the AlexNet architecture. This research used Python tools and an i5
processor with 8 GB of RAM. The dataset was preprocessed before entering the AlexNet
architecture stage.

3.1 Model testing results

Figure 4 shows the preprocessing results of the reesizing process. The initial image size
was 200 × 200, and the images were resized to 100 × 100, 150 × 150, and 200 × 200. Image
results that had been done resizing would be changed to grayscale.

Figure 4: Image resizing a) 100 × 100, b) 150 × 150, and c) 200 × 200.

Figure 5 shows the results of the preprocessing of changing the RGB image to a
grayscale image. After preprocessing, the next step was to create graphics using a se-
quential model. We first added the two convolutional layers on top of each other, then
applied the max pooling operation to the output of the second convolutional layer. Next,
implemented the dropout. Before entering the resulting output on the dense layer, it was
necessary to align the variables to match the shape of entering the dense layer. The output
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Figure 5: RGB image results to grayscale.

produced by this dense layer was arranged according to the dropout; the resulting output
was then used as input to the last dense layer for classification. Softmax functioned to con-
vert results into something interpreted in the form of probabilities. Figure 6 is a sequential
model. Starting with a convolutional layer with 96 of 11 × 11 filters total and an activation
function represented by a rectified linear unit (ReLU). The input format was similar to any
image size, or 150 × 150 × 3 (color images contain three. channels – RGB). Afterwards, a
max pooling layer and a further convolutional layer were applied. Due to the 50 classes
available, it had a dense, fully connected layer. A softmax activity was present in the final
output layer.

Figure 6: Sequential models.

After 20 epochs, the models with different resize achieved 98 % accuracy from 100 × 100
resize, 150 × 150 resize, and 95 % from 200 × 200 resize in the data train set, satisfactory
results for simple models. Table 1, which consists of accuracy and loss columns, is the result
of an epoch that has been carried out. The results of the epochs were seen from the value of
the loss function and accuracy to assist in evaluating the model’s performance in classifying
the training data and helping to improve each epoch during the training process. Several
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epochs that were run from different resizes could be seen from the speed performance of
the displayed epoch results.

Table 1: Process epoch

Epoch Resize 100 × 100 Resize 150 × 150 Resize 200 × 200
Accuracy Loss Accuracy Loss Accuracy Loss

1 0.11 4.67 0.14 5.43 0.09 11.36
2 0.28 2.62 0.34 2.37 0.26 2.95
3 0.41 2.07 0.46 1.87 0.38 2.31
4 0.50 1.70 0.56 1.52 0.47 1.93
5 0.57 1.44 0.64 1.22 0.53 1.66
6 0.63 1.24 0.67 1.07 0.57 1.50
7 0.66 1.12 0.82 0.57 0.59 1.40
8 0.70 0.98 0.87 0.38 0.63 1.28
9 0.75 0.84 0.89 0.38 0.67 1.14
10 0.77 0.75 0.92 0.24 0.69 1.09
11 0.86 0.39 0.95 0.15 0.71 0.98
12 0.91 0.26 0.96 0.12 0.74 0.90
13 0.93 0.19 0.97 0.09 0.83 0.53
14 0.93 0.17 0.97 0.07 0.88 0.35
15 0.95 0.13 0.98 0.06 0.90 0.29
16 0.95 0.12 0.98 0.05 0.91 0.24
17 0.96 0.10 0.98 0.05 0.92 0.21
18 0.96 0.09 0.98 0.05 0.92 0.21
19 0.97 0.08 0.99 0.04 0.95 0.15
20 0.98 0.05 0.98 0.04 0.95 0.13

Figure 7 is an accuracy graph and Figure 8 is a loss graph at resize 100 × 100, resize
150 × 150, resize 200 × 200. Line blue is data training while the red line is data validation.
The accuracy graph is a comparison between data that is correctly predicted according to
the target class and all data from the AlexNet architecture model. The accuracy graph
in Figure 7 shows an increase in finding the best match with training data from different
resizing trials. The loss graph in Figure 8 is the error value between the training results and
the target from different resizing trials.

Figure 9 is a classification report from resizing 100 × 100 results in an accuracy of 80 %
and classification of resizing 150 × 150 and 200 × 200 results in an accuracy of 82 %. It can
be seen from Figure 9 that the larger the image size, the higher the accuracy produced by
the model. However, keep in mind that the larger the image size used, the longer it will
take to train and test the model.

3.2 Discussion

Table 2 is the result of confusion matrix which provides important information when eval-
uating the performance of a classification model. Confusion The matrix provides informa-
tion such as the number of true positives, true negatives, false positives, and false negatives
for each class in the classification problem. In the results of this study the confusion ma-
trix was made using tables, from Table 2 it can analyze the strengths and weaknesses of the
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Figure 7: Accuracy graph with different resizing.

Figure 8: Loss graph with different resizing.

classification model properly. Namely understanding how well it can classify data correctly
and identify errors that occur.

Table 2 has the same accuracy values as Figure 9 regarding the classification results.
Table 2 shows the classification results for 50 different species or classes using AlexNet
architecture with 100 × 100, 150 × 150, and 200 × 200 images. When the image is resized
to 100 × 100, the accuracy obtained is 80 %. With 150 × 150, the accuracy increased to 82
%, and 200 × 200 also gave 82 % accuracy. This means that the model could recognize and
classify the data well after resizing the image. It should be noted that the validation process
for the three image sizes proceeded at different speeds over 20 epochs. These accuracy
results provided the ability of the model to classify data using images that had been resized.
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Figure 9: Classification results with different resizing.

4 Conclussion

This study used the CNN classification by applying the AlexNet architecture to produce
an accuracy of 80 % from 100 × 100 resizing, 82 % from 150 × 150 resizing results, and 82
% from resizing results. 200 × 200 corrected data. Each class had high accuracy and low
accuracy. This study could not achieve classification accuracy of up to 100 %, so additional
datasets to be tested, epochs, and feature extraction could be carried out to achieve higher
accuracy. Suggestions for further research on developing more complex CNN models by
considering architecture and effective transfer learning techniques.
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