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Abstract — At private-label universities in Indonesia, new students are still the main thing when reporting university operating
income. This study intends to classify student data at the Institut Teknologi Telkom Surabaya by utilizing the data mining
process of k-means clustering. The clustering results are predicted using simple linear regression to find out new students’
achievements. The results of this study consist of a combination of the highest profiles of students and parents obtained
by the province of East Java, the system information study program, the parents’ income of 5–10 million per month, the
occupation of other parents, and the ethnicity of students from Java Island. then the highest forecasting results are in the
income variable of students’ parents in cluster 3, with predictions of 1292 students in 2024. It is hoped that with clustering
and forecasting based on this research, Institut Teknologi Telkom Surabaya can make the right decisions as a basis for
decision-making. Other than that, it can be used to develop a campus promotion strategy.
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I. INTRODUCTION

The admission process of new students to private
universities in Indonesia has always been a challenge.
This is contrary to public universities, where the num-
ber of enthusiasts will increase yearly, even for the
new study program. Quoting data from LTMPT, in
2022, the number of SBMPTN registered participants
reach 800,852 people from a capacity of 214,406
(ltmpt.ac.id) [1]. This number means there are only
no more than 27% of those students who would fit
in the public universities in Indonesia. In Indonesia,
there are 2,990 private universities spread throughout
the country, compared to only 125 public universities
(Indonesia Statistics 2012). This data shows that public
universities in Indonesia are only 4% as large as private
universities [2]. Referring to the data for SBMPTN
applicants who ultimately did not pass in 2022, there
are still at least 586.000 prospective students who can
properly apply to private tertiary institutions [3].

Institut Teknologi Telkom Surabaya (ITTS) is a
private university located in Surabaya, East Java, In-

donesia. If viewed from an internal aspect, ITTS is
adequate in its teaching capacity for students. Fol-
lowing are the details, namely lecturers and imple-
menters: ITTS has 37 TPA (academic support staff)
and 75 lecturers with doctoral degree qualifications,
six people, and 69 people with master’s degrees [4].
Then the following field is research and publication,
and ITTS 2021 will have 38 internationally reputable
journals and proceedings and 34 nationally reputed
journals [5]. In addition, in the external capacity of
tertiary institutions, the Community Service Institute of
ITTS has aims to realize ten productive ICT-based self-
guided areas and 43 collaborative services [6]. ITTS
has several recognitions, including good accreditation
by BAN-PT in 2021, ISO 9001:2015 certification, IOS
21001:2018 certification, the excellent campus award,
and rank three webometrics [7].

However, the achievements of new students are
currently still minimal [8]. It can be said that they
have not reached the target that has been agreed
upon with the management. In this case, the Telkom
Education Foundation, which is contained in the KM
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Table 1. Achievements of ITTS Students
No. Years Registration

Target
Target
Achieve-
ment
Regis-
tration

Achievement
(%)

1. 2018 280 136 49%
2. 2019 720 380 53%
3. 2020 1080 681 63%
4. 2021 1300 702 54%

Table 2. Initial Center Point of Each Cluster
Centr-
oid

Active Prov-
ince

Male Fema-
le

Acade-
mic
Year

Study
Pro-
gram

C0 9 90 69 21 4 7
C1 9 425 274 151 4 5
C2 9 208 121 87 4 6
C3 1 3 3 0 4 7

(Management Contract) for the last four years, along
with the achievement table [9].

According to Aldino et al. [10], clustering is a pro-
cess for grouping data into several clusters or groups so
that data within one cluster has the maximum level of
similarity and data between clusters has a minimum
level of similarity. According to Fathi et al. [11],
forecasting is the art and science of predicting future
events.

ITTS student data classify by utilizing the data
mining process using the k-means clustering method.
The results of the clustering are predicted using simple
linear regression. It used to predict student achievement
as a consequence variable and year as a causative vari-
able. So, ITTS can make the right decisions regarding
campus marketing strategies.

II. RESEARCH METHOD

This section discusses k-means clustering and sim-
ple linear regression.

A. K-Means Clustering

The clustering part of this research is to group data
using the k-means clustering algorithm. The variables
used to group data consist of ”Student Province”,
”Student Study Program”, ”Income of Student Par-
ents”, ”Occupation of Student Parents”, and ”Student
Tribe” [12]. Each of the five variables above has an
attribute (in brackets for each variable). And these
attributes will be grouped into several clusters for each
variable.

Several steps must be carried out to do clustering
using the k-means method [13].

1) Data source
The primary data sources used in this study are local

databases of students, student study programs, parents’
income, parents’ occupations, and student tribes, with
a total of 6335 records from the 2018–2021 class on
seven study programs. The data received is in the form
of screenshots of images from i-Gracias, which the
author then converts into Microsoft Excel form so that

it is easier to do data cleaning or filtering. This data
was obtained with permission from ITTS [14].

2) Data selection
In this stage, the data is filtered and several at-

tributes are taken from the table for analysis, as fol-
lows:

1) Student Province
Six attributes are used: province, active, male,
female, academic year, and study program. We
are retrieving data based on the points used, and
selecting data using the delete column, sort, and
filter in the Microsoft Excel feature.

2) Student Study Program
Class year, active, leave, inactive, graduated,
DO, resigned, others, total students, and study
program are the ten attributes that are used.
Microsoft Excel’s sort and filter features uses to
retrieve data based on attributes and select data.

3) Income of Student Parents
There are seven attributes used: study program,
1 million, 1-3 million, 3-5 million, 5-10 million,
> 10 million, and academic year. Microsoft
Excel’s sort and filter features uses to retrieve
data based on attributes and select data.

4) Occupation of Student Parents
Six attributes used: work, student, father,
mother, academic year, and study program. This
research uses Microsoft Excel’s sort, and filter
features to retrieve data based on attributes and
to select data.

5) Student Tribe
Six attributes used: province, active, male, fe-
male, academic year, and study program. Mi-
crosoft Excels’s sort, and filter features use to
retrieve data based on attributes and to select
data.

3) Pre-processing data
At this stage, the process of changing the data

is carried out, so the data can be processed using
the k-means clustering algorithm. Non-numeric data is
initiated into a numeric form. However, no inititation
is requeired. The initiation process is as follows [15]:

1) Province
Attributes by province are initiated in alphabet-
ical order (initials 1-34).

2) Study program
Attributes on study programs are initiated based
on the first study program sequence (initials 1-
7).

3) Academic year
Attributes in the academic year are initiated
based on the order of the year (initials 1-4).

4) Occupation of Student Parents
Attributes to the work of students’ parents are
initiated in alphabetical order (initials 1-9).

5) Student Tribe
Attributes on the student tribe are initiated al-
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phabetically (initials 1-85).
4) Data processing

New student data is processed after the transforma-
tion process using the k-mean clustering method. The
k-mean clustering algorithm procedure is as follows
[16]:

1) k is based on the number of new clusters. For
example, there will be four clusters created.

2) Determine the starting point of each cluster. The
determination of the initial center point in this
study was done randomly, and the center point
obtained is as shown in the following Table 2.

3) Calculate the distance of each data point from
the cluster center to the nearest centroid. The
closest centroid will be found in the cluster
following the data. The Euclidean distance d
calculation can be done with (1), where x1, and
y1 are the coordinate of the first point, and x2

and y2 are the coordinate of the second point.

d =

√[(
x2 − x1

)2
+
(
y2 − y1

)2]
(1)

As an example, we will calculate the distance from
the first student province data to the first cluster center
with.

d(1, 1) =
√
(34− 9)2 + (1− 90)2 + (1− 69)2

+(0− 21)2 + (3− 4)2 + (1− 7)2 = 116.82

From the calculation above, it was found that the
distance between the first new student data and the
first cluster is 116.82. The equation used to calculate
the distance between the first new student data and the
center of the second cluster:

d(1, 2) =
√

(34− 9)2 + (1− 425)2 + (1− 274)2

+(0− 151)2 + (3− 4)2 + (1− 5)2 = 527, 01

From calculation above, it was found that the data
distance of the first new student to the second cluster
is 527.01. Distance from the center of the third cluster
to the first new student data using the equation:

d(1, 3) =
√

(34− 9)2 + (1− 208)2 + (1− 121)2

+(0− 87)2 + (3− 4)2 + (1− 6)2 = 255, 86

From calculation above, it was found that the data
distance of the first new student to the third cluster is
255.86. The distance of the first new student data to
the fourth cluster center with the equation:

d(1, 4) =
√
(34− 1)2 + (1− 3)2 + (1− 3)2

+(0− 0)2 + (3− 4)2 + (1− 7)2 = 33, 67

From calculation above, it was found that the data
distance for the first new student to the fourth cluster
is 33.67. Based on the results of the four calculations

above, it can be concluded that the closest data distance
from the province of the first student is cluster 2, so the
province of origin of the first new student is included
in cluster 2 [17].

1) After all the data is placed in the nearest cluster,
recalculate the new cluster center based on the
average number of members.

2) If the new centroid converges with the old cen-
troid, stop the iteration. If not, iteration moves
on to the next.

3) Next, group the cluster results from the first
iteration that has not converged. To regenerate
a new centroid, we use (2), where c is the data
centroids, m is a data member that belongs to
a certain centroid, and n is the number of data
that is a member of a certain centroid.

c =

∑
m

n
(2)

B. Simple Linear Regression

Simple linear regression (SLR) is a statistical
method that tests the extent of a causal relationship
between the causal factor variable (X) and the conse-
quential variable (Y ). The X also called the predictor,
while Y also called the response. SLR is a statistical
method used in manufacturing to forecast or predict
quality and quantity characteristics [18]. The following
are the steps for performing a simple linear regression
analysis:

1) Purpose
Determine the purpose of carrying out a linear

regression analysis, namely studying the relationships
obtained and expressed in a mathematical equation that
states the relationship between variables.

2) Determines X and Y
X is the numbers of period, and Y is number of

student achievements.
3) Collect information

The primary data source used in this method is
the result of clustering with the variables of student
provinces, student study programs, parents’ income,
parent’s occupations, and student tribes, with a total
of 6272 records from the 2018-2021 class with seven
study programs. The data received is in the form of
Microsoft Excel, making it easier to clean or filter the
data.

4) Pre-processing
The data is filtered first, and two attributes are taken,

namely X (year) and Y (student/student parent) from
the tables above, to be analyzed based on clustering
results.

5) Calculation of X , Y , XY , and XX
In the tables below, the ”Year” column is formed

in numerical form in column X . Column Y is the
total number of students. Column XY is the result
of multiplying the contents of columns X and Y , and
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column XX contains the squared result of the contents
of column X , as an example of calculating the student
province variable.

Table 3. The Number of Each Cluster Student Province
Cluster Total

Cluster 0 297
Cluster 1 6
Cluster 2 2
Cluster 3 12

Table 4. Student Provincial Cluster Results
Attribute Cluster

0 1 2 3
Province 25.92 9.00 9.00 9.00
Active 2.17 245.00 72.58 425.00
Men 1.36 150.50 58.08 274.00
Woman 0.60 94.00 14.41 151.00
Academic years 3.14 3.50 2.66 4.00
Study program 3.96 5.50 3.83 5.00

6) Calculations of a and b
Calculating constants:

a =
(
∑

y)(
∑

x2)− (
∑

x)(
∑

xy)

n
∑

x2 − (
∑

x)2
(3)

Calculating coefficients :

b =
n(
∑

xy)− (
∑

x)(
∑

y)

n
∑

x2 − (
∑

x)2
(4)

7) Get the Linear Regression Equation
Calculating Y :

Y = a+ b · x (5)

After obtaining the constant values a and b, calcula-
tions are performed using (5) to get the value of the
regression equation, or Y .

8) Make predictions
The Y equation that has been obtained can also be

used to calculate estimates of student achievement in
the coming year. In Table 3, the forecasting results for
each cluster and variable using (5).

9) MAPE test

MAPE =

∑n
t=1

∣∣∣(At−Ft

At

)
100

∣∣∣
n

(6)

At is the actual value of period t, Ft is the fore-
casted value of period t, and n is the number of
periods [19]. The accuracy predicted results of student
achievement above, a calculation is performed using
the Mean Absolute Percentage Error (MAPE). The
smaller the deviation between the predicted results and
the actual conditions, the better that the prediction
method used is good [20].

III. RESULT

In this section, clustering results will be displayed
per variable. These results will also be used for fore-
casting for the next three years.

A. K-Means Clustering

The following are the results of clustering based on
the following variables [21].

1) Student province
The following results for generating clusters using

the student province variables in Table 3. By determin-
ing four clusters in the province, students are looking
for similar groups, and the centroid distance between
clusters can be seen. Table 4 shows the amount of
data in each cluster. Validate the number of clusters
using SSE; the more significant cluster, the better
because SSE is getting smaller, as shown in Fig. 1.
The discussion of the tests carried out in Table 5, by
looking at cluster groupings.

Fig. 1. Validating the number of clusters using SSE in student
province.

2) Student study program
The following are the results for generating clusters

on student study program variables in Table 6. By de-
termining 4 clusters in the student study program data,
we are looking for similar groups, and the centroid
distance between clusters can be seen. Table 7 shows
the amount of data in each cluster. Validate the number
of clusters using SSE; the more significant cluster,
the better because SSE is getting smaller, as shown
in Fig. 2. The discussion of the tests carried out by
looking at cluster groupings is presented in Table 8.

Fig. 2. Validating the number of clusters using SSE in study program.

3) Income of student parents
The following are the results for generating clusters

on income variables for student parents in Table 9. By
determining four clusters in the province, students are
looking for similar groups, and the centroid distance
between clusters can be seen. Table 10 shows the
amount of data in each cluster. Validate the number
of clusters using SSE; the more significant cluster,
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Table 5. Profile per Province Cluster of Students
Cluster Definition Name
0 In non-East Java provinces (almost all provinces in Indonesia) with a total of

718 active students, a total of 480 males and a total of 177 females.
Variable 1: Student’s Provincial
Origin Cluster 0: non-East Java
men and women equally.

1 In East Java province with the highest number of active students with a total
of 950 people and the most academic year, namely the 2021/2022 class with
4 data records as well as information technology and Industrial Engineering
study programs with each having 2 data records so that a total of 4 data records

Variable 1: Province of Origin Stu-
dents Cluster 1: East Java, men and
women are equal.

2 In the province of East Java, 353 students female gender are more dominant.
The most academic years for the 2020/2021 and 2021/2022 batches are 2 data
records and the information systems study program is the only study program
with 2 data records.

Variable 1: Province of Student
Cluster 2: In East Java, predomi-
nantly female.

3 In the province of East Java, students of a male gender were more dominant
with 697 people and the most academic years, namely the 2019/2020 class
with 6 data records and the most software engineering study programs with 3
data records. In the province of East Java, students of a male gender were more
dominant with 697 people and the most academic years, namely the 2019/2020
class with 6 data records and the most software engineering study programs
with 3 data records.

Variable 1: Province of Student
Cluster 2: East Java, male domi-
nance.

Table 6. The Number of Students per Study Program Cluster
Cluster Total
Cluster 0 3
Cluster 1 11
Cluster 2 1
Cluster 3 13

Table 7. Cluster Results for Student Study Programs
Attribute Cluster

0 1 2 3
Years 3.33 1.90 3.00 2.75
Active 1.22 1.98 2.19 5.35
Leave 1.33 9.09 1.00 4.61
Non-Active 4.00 9.09 7.00 1.23
Graduate 0.00 1.36 0.00 7.69
DO 0.00 0.00 0.00 0.00
Resign 2.33 1.72 4.00 2.30
Etc 0.00 1.38 1.00 7.69
Total Students 1.37 2.31 2.61 5.94
Study Program 4.33 4.18 5.00 3.69

the better because SSE is getting smaller, as shown
in Fig. 3. The discussion of the tests carried out in
Table 11, by looking at cluster groupings.

Fig. 3. Validating the number of clusters using SSE in income of
student parents.

4) Occupation of student parents
The following are the results for generating clusters

on occupation variables for student parents in Table
12. By determining four clusters in the province, stu-
dents are looking for similar groups, and the centroid
distance between clusters can be seen. Table 13 shows
the amount of data in each cluster. Validate the number
of clusters using SSE; the more significant cluster,
the better because SSE is getting smaller, as shown

in Fig. 4. The discussion of the tests carried out in
Table 14, by looking at cluster groupings.

Fig. 4. Validating the number of clusters using SSE in occupation
of student parents.

5) Student tribe
The following are the results for generating clusters

on student tribe variables in Table 15. By determining
four clusters in the province, students are looking
for similar groups, and the centroid distance between
clusters can be seen. Table 16 shows the amount of data
in each cluster. Validate the number of clusters using
SSE; the bigger the cluster, the better because SSE is
getting smaller, as shown in Fig. 5. The discussion of
the tests carried out by looking at cluster groupings in
Table 17.

Fig. 5. Validating the number of clusters using SSE in student tribe.

B. Simple Linear Regression

At this stage, the data processed is the result of
clustering, which consists of five variables, namely
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Table 8. Profile per Study Program Cluster of Students
Cluster Definition Name
0 The total number of active students in the information technology study

program, information systems, and industrial engineering is almost the same,
namely around 100 people.

Variable 2 : Student study program
Cluster 0: Informatics and industry
study programs are dominant.

1 The electrical engineering study program is more dominant with 3 data records
compared to other study programs with an average of 2 data records. The
highest total number of graduating students is 15 people.

Variable 2: Student study program
Cluster 1: Dominant in Electrical
Engineering.

2 The information systems study program, is the only study program with 1 data
record, and the highest number of active students in the study program is 261
people.

Variable 2: Student study program
Cluster 2: Dominant information
system.

3 The telecommunications engineering study program is more dominant, with
3 data records, compared to other study programs, with an average of 2 data
records. The total number of active students in all study programs in the cluster
is 696 people.

Variable 2: Student study program
Cluster 3: Dominant in telecommu-
nications engineering.

Table 9. The Variable Number of Parents’ Income for Each Cluster
Cluster Total

Cluster 0 11
Cluster 1 6
Cluster 2 1
Cluster 3 10

Table 10. The results of the Student Parent Income variable cluster
Attribute Cluster

0 1 2 3
Study Program 3.90 4.16 5.00 3.90
<1 Million 8.36 16.50 24.00 2.80
1 - 3 Million 14.54 29.83 63.00 5.40
3 – 5 Million 36.27 72.00 163.00 7.20
5- 10 Million 30.36 72.16 156.00 6.80
>10 Million 12.00 29.66 75.00 2.20
Academic year 2.90 3.50 4.00 1.30

Table 11. Variable Income Profile of Student’s Parents per Student
Variable

Clus- Definition Name
ter
0 The student parent’s in-

come is dominant in the
range of 3-5 million as
many as 399 people And
in the range of 5-10 mil-
lion, as many as 334
people.

Variable 3: Income of Stu-
dent’s Parents Cluster 0:
dominant salary 3-5 mil-
lion and 5-10 million

1 The income of student
parents is evenly dis-
tributed throughout the
salary range of 1321
people.

Variable 3: Income of
Student’s Parents Cluster
1: evenly distributed
throughout the salary
range

2 The income of parents
of students with a salary
range below 1 million is
at least 24 people

Variable 3: Income of Stu-
dent’s Parents Cluster 2:
salary below 1 million at
least

3 The income of student
parents with the highest
salary range of 3-5 mil-
lion is 72 people

Variable 3: Income of Stu-
dent’s Parents Cluster 3:
the highest salary range is
3-5

Table 12. The Number of Each Cluster Occupation Student Parents
Variables

Cluster Total
Cluster 0 136
Cluster 1 38
Cluster 2 2
Cluster 3 10

Table 13. Occupation Student Parents Cluster Number
Attribute Cluster

0 1 2 3
Job 5.47 4.18 2.00 3.20
Student 9.54 56.78 268.50 134.50
Father 7.36 35.34 67.00 68.40
Mother 3.72 32.55 248.00 92.10
Academic Year 2.41 3.23 3.50 3.70
Study Program 4.00 4.00 5.00 4.10

Table 14. Profile per Student Parents Occupation Variables of Stu-
dents

Clus- Definition Name
ter
0 The work of parents of

students with all types
of work is evenly dis-
tributed

Variable 4: Occupation of
Student’s Parents Cluster
0: all types of work are
evenly distributed.

1 The work of parents of
students with the dom-
inant type of work as
private employees is 730
people.

Variable 4: Occupation of
Student’s Parents Cluster
1: private employee jobs
with 730 people.

2 The work of parents
of students with domi-
nant other types of work
(mothers) is 537 people.

Variable 4: Occupation of
Student’s Parents Cluster
2: other jobs (mothers)
with 537 people.

3 The work of parents of
students with dominant
other types of work (fa-
thers and mothers) is
259 people.

Variable 4: Occupation of
Student’s Parents Cluster
3: other occupations (fa-
thers and mothers) with
259 people.

Table 15. The Number of Each Cluster Student of Parents Variables
Cluster Total

Cluster 0 186
Cluster 1 165
Cluster 2 2
Cluster 3 14

Table 16. Results of the Clustering of Student Parents
Attribute Cluster
Attribute 0 1 2 3
Job 6.97 1.82 3.20 3.20
Student 1.40 3.44 3.43 1.16
Father 1.08 2.46 2.19 8.70
Mother 3.22 9.87 1.23 2.92
Academic Year 2.23 3.02 3.50 3.28
Study Program 4.03 3.91 5.00 3.78

Table 17. Profile per Student Parents Variables of Students
Clus- Definition Name
ter
0 In student tribes with all

tribes evenly distributed
Variable 5 : Student Tribe
Cluster 0: all tribes are
evenly distributed

1 In the student tribe, the
dominant tribe is Ja-
vanese compared to oth-
ers.

Variable 5: Student Tribe
Cluster 1: evenly domi-
nated by Javanese

2 In the student tribe with
Javanese ethnicity there
are 686 people.

Variable 5: Student Tribe
Cluster 2: Javanese

3 In the student tribe with
the highest Javanese
tribe, the total was 1628.

Variable 5: Student Tribe
Cluster 3: the most Ja-
vanese
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student provinces, student study programs, income of
student parents, parental occupations, and student tribe,
from seven majors at ITTS. First, the data is processed
by removing inconsistent data, correcting errors, and
enriching it with relevant external data. Then, the data
is transformed to change it from its original form into
a form suitable for grouping [22].

In Table 18, the ”Year” column is formed in numeri-
cal form in column X . Column Y is the total number of
students [23]. Column XY is the result of multiplying
the contents of columns X and Y , and column XX
contains the squared result of the contents of column
X [24].

Table 18. Calculation results X , Y , XY , XX Student Province
Cluster 0

Year (X) Total Student (Y ) X Y XY XX
2018 111 1 111 111 1
2019 105 2 105 210 4
2020 261 3 261 783 9
2021 241 4 241 964 16
Total 10 718 2068 30
Mean 2.05 180

Cluster 1
Year (X) Total Student (Y ) X Y XY XX
2018 0 1 0 0 1
2019 0 2 0 0 4
2020 305 3 305 915 9
2021 645 4 645 2580 16
Total 10 950 3495 30
Mean 2.05 238

Cluster 2
Year (X) Total Student (Y ) X Y XY XX
2018 0 1 0 0 1
2019 0 2 0 0 4
2020 282 3 282 846 9
2021 425 4 425 1700 16
Total 10 707 2546 30
Mean 2.05 177

Cluster 3
Year (X) Total Student (Y ) X Y XY XX
2018 0 1 0 0 1
2019 399 2 399 798 4
2020 328 3 328 984 9
2021 144 4 144 576 16
Total 10 871 2358 30
Mean 2.05 218

Table 19 shows the result from calculating a and
b for each variable [25]. Meanwhile, Table 20 is the
predicted result of each variable for the next three
years [26]. There is a possibility that the predicted
results of student achievement above will be accurate.
A calculation is performed using the MAPE test [27].
The smaller the deviation between the predicted results
and the actual conditions, the better the prediction
method used.

IV. DISCUSSION

The k-means method for clustering data in this study
is still a simple method. Many other methods are better
for grouping data. However, the results obtained are
still insufficient to classify the data according to the
facts in the field. Moreover, the data obtained was
separated by variables, so the researchers made five

Table 19. Calculation Results a and b
No. Variable Cluster Result

1 Student Cluster 0 a -40,5
b 42,4

Cluster 1 a 175,5
b -13,3

Cluster 2 a -206
b 151

Cluster 3 a -345
Province b 300,8

2 Student Cluster 0 a -85
b 75,2

Study Program Cluster 1 a 105
b -16,5

Cluster 2 a 0
b 26,1

Cluster 3 a 91
b 40,9

3 Income of Cluster 0 a -62
b 149,1

Student Parents Cluster 1 a -159,5
b 95,7

Cluster 2 a 164
b -11,2

Cluster 3 a -306,5
b 228,3

4 Occupation Cluster 0 a 244,5
b 32,0

of Student Parents Cluster 1 a -312
b 340,6

Cluster 2 a -162,5
b 118,7

Cluster 3 a -487
b 329,3

5 Student Tribe

Cluster 0 a -40,5
b 42,4

Cluster 1 a 175,5
b -13,3

Cluster 2 a -206
b 151

Cluster 3 a -345
b 300,8

Table 20. The Results of Forecasting Calculations for the Next Three
Years

No Variable Cluster Year
2022 2023 2024

1 Student Province

Cluster 0 316 371 425
Cluster 1 798 1022 1246
Cluster 2 566 722 877
Cluster 3 308 344 380

2 Student Study
Cluster 0 291 366 441
Cluster 1 23 6 -11

Program Cluster 2 131 157 183
Cluster 3 296 335 377

3 Income of
Cluster 0 684 833 982
Cluster 1 319 415 510

Student Parents Cluster 2 108 97 86
Cluster 3 835 1063 1292

4 Occupation of
Cluster 0 405 437 469
Cluster 1 1391 1732 2072

Student Parents Cluster 2 431 550 668
Cluster 3 1160 1489 1818

5 Student Tribe

Cluster 0 172 214 256
Cluster 1 109 96 82
Cluster 2 549 700 851
Cluster 3 1159 1460 1761

Table 21. Range MAPE
MAPE Interpretation
<10 Highly accurate forecasting
10-20 Good forecasting
20-50 Reasonable forecasting
>50 Inaccurate forecasting
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Table 22. Accuracy Testing Results
No. Variable Cluster MAPE

1 Student Province

0 22%
1 6%
2 3%
3 32%

2 Student Study Program

0 17%
1 84%
2 18%
3 20%

3 Income of Student Parents

0 16%
1 8%
2 27%
3 4%

4 Occupation of Student Parents

0 28%
1 25%
2 3%
3 12%

5 Student Tribe

0 13%
1 33%
2 3%
3 6%

tests per variable. It is hoped that the data collected
by the i-Gracias system will be better in the future.
For example, one row of data already contains five
variables or attributes that the author is currently
researching, namely: student provinces, student study
programs, the income of student parents, occupation of
student parents, and student tribe.

From the simple linear regression carried out in this
study and the MAPE test. At least the predictions are
good; there are only seven clusters. Meaning that there
are 13 other clusters whose accuracy is still not good.
And even 1 out of 20 test results is not feasible to
use. This research can be continued by testing different
methods, and hopefully get better outcomes [29].

Clustering in this study is focused on identifying
groups with certain characteristics so that they can
easily be mapped into appropriate marketing strate-
gies. Such as, for example, cluster 0, where stu-
dent provinces are more dominant than non-East Java
provinces, so the appropriate strategy is, for example,
internet marketing. Then, linear regression to make
forecasts for each cluster so that the management
knows the achievements of each cluster in the follow-
ing years and can make the right decisions regarding
the marketing strategy to achieve these forecast num-
bers.

V. CONCLUSION

The results of this study consisted of 20 clusters,
with each variable composed of four clusters. It can be
concluded that the highest combination of student and
parent profiles was obtained from East Java province,
the information systems study program, parental in-
come of 5–10 million per month, the work of other
parents, and the ethnicity of students from Java Island.
Each cluster is predicted for the next three years, with
the highest forecasting results in the income variable
of parents of students in cluster 3, with predictions of

1292 students in 2024. It is hoped that ITTS can make
the right decision regarding marketing strategy.
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