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Abstract: Sentiment analysis is a common method for determining the polarity of user re-
views. However, there is a problem if some user reviews have more than one aspect with
different polarities, so the reviews have more than one polarity. This problem also occurred
in some user reviews of the game Genshin Impact. Apart from that, there are differences
in the amount of data in the sentiment class, which causes imbalanced data. Therefore, this
study will handle imbalanced data with random undersampling and random oversam-
pling on aspect-based sentiment analysis of the Genshin Impact review with multinomial
naïve Bayes so that the classification prediction does not ignore the minority class due to the
dominance of the majority class. The classification process used the K-fold cross-validation
(k = 10) validation method and the Laplace smoothing technique on multinomial naïve
Bayes. As a result, the conclusion is that random oversampling had better accuracy than
random undersampling in handling imbalanced data in aspect-based sentiment analysis of
Genshin Impact game review in Indonesian with naïve Bayes multinomial, with the highest
accuracy of 85.55 %.

Keywords: imbalance dataset, random undersampling, random oversampling, k-fold cross
validation

1 Introduction

Reviews are opinions outlined by users or customers who comment on the product. This
review is one way for prospective users to determine whether the product is good, for ex-
ample, the reviews of a game on the Google Play Store [1]. Sentiment analysis for games
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has been used when game developers want to know what users think about their gaming
experience. Reading the reviews of the platforms is the best way to decide on the devel-
opment direction and further improvements of their games [2]. Analyzing the sentiment
review also allows a company to evaluate its products [3]. So, using sentiment analysis,
we can generate custom documents that describe user impressions. For game developers,
this information is an advantage [4]. In this study, the case used was a review of the game
Genshin Impact. This game has been rated by several companies [5,6]. The Genshin Impact
game is one of the applications on the Google Play Store that has received some reviews.
Based on observations of existing reviews, users comment a lot on, gameplay and storyline,
accessibility, graphics and performance, and features.

Sentiment detection performed by machine learning automatically classifies large
datasets. In a dataset, a review always has more than one aspect with different polar-
ity [7]. Machine learning requires a balanced number of datasets between the classes. The
problem occurred in the dataset used. The dataset contains some sentiments in which these
reviews are not always the same as in other user reviews, which will cause an inequality in
the amount of data distributed in each class. The amount of data differs between the data
classes [8]. Therefore, handling is necessary to overcome this imbalance. Thus, determining
the classification does not ignore the minority class because of the dominance of majority
classes.

Several sentiment analysis studies have been conducted with mixed results. Research
conducted by Rambe et al. used naïve Bayes to classify sentiment in beauty product reviews
[9]. Even though it produces 90 % accuracy, it decreases as test data increases. It is probably
because the model learning results from the training data cannot correctly recognize each
class. Similar research was carried out by Salsabila et al., who also used naïve Bayes [10].
This research detected aspects contained in sentiment but chose to ignore the equity of
data in the training data because it is considered normal. This assumption is incorrect
because the model needs to recognize factual data in a balanced way for better detection
performance.

The research conducted by Johnson and Khoshgoftaar [11] handled imbalances in data
from the center for medicare and medicaid services (CMS) using random undersampling
(RUS), random oversampling (ROS), and random over-under sampling methods. The re-
sults obtained are that ROS is slightly superior to RUS and ROUS. ROS can maximize per-
formance and efficiency by speeding up the training process up to four times. Research by
Daulay and Asror [12] entitled "Sentiment Analysis on Google Play Store Reviews Using
the naïve Bayes Method" has produced a relatively good accuracy of 78.9 % with the MNB
method as a sentiment classification model for text-based review classification cases. This
result was supported by Rahman and Akter [13]. They have conducted a study entitled
"Topic Classification from Text Using Decision Tree, K-NN and Multinomial Naïve Bayes".
They chose Multinomial naïve Bayes as the best classification model they used.

Based on this background, this research carried out Aspect-Based Sentiment classifica-
tion using the naïve Bayes Multinomial method to determine the polarity of each aspect.
Meanwhile, handling imbalanced data uses RUS and ROS. This research contributed as
follows:

1. Classifying aspects in the Genshin Impact game review dataset using the naïve Bayes
multinomial algorithm.

2. Shows the effect of balancing RUS and ROS data.
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Figure 1: Proposed method.

3. Automatic labelling method for game review datasets. For other datasets, it can ad-
justed. This method can help with human labelling, which is time-consuming and
expensive.

After the introduction, we organized the rest of the paper as follows. In section section 2,
we described the proposed method as depicted in Figure 1. This section illustrated the
entire process, from handling raw data to testing and evaluation results. Section section 3
explains the test results related to data balance. In this section, we describe the effect of ROS
on the classification of aspects in the dataset. In section section 4, namely discussion, we
discuss the test results and their relationship with related research. Finally, section section 5
is the section that summarizes the test results into conclusions and further studies based
on the findings of this research.

2 Research Method

This section is an overview of the process that raw data goes through. Start from pre-
process to evaluation, as shown in Figure 1. This research starts from entering raw data
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and becomes a data review. This data will enter the pre-processing to be specific, cleaning
symbols, numbers, unnecessary words, and word affixes. Furthermore, the review data
that has passed the pre-processing phase will be determined based on the terms contained
and filtered to avoid reviews that do not carry any aspect from entering the classification
process.

After filtering, proceed to clone this feasible data into three datasets, where the two
datasets are processed for balancing while 1 dataset will be non-balanced. These two
datasets will each be balanced using the RUS and ROS methods. After that, these datasets
were classified using the naïve Bayes multinomial algorithm. The datasets to be classified
are non-balanced, undersampled, and oversampled datasets.

The classification process was carried out sequentially, starting from the Non-Balance
Dataset, then the Undersampled Dataset, and finally the Oversampled Dataset. The classi-
fication was carried out using the K-fold cross-validation, data validation method (k = 10),
and the Laplace smoothing technique on naïve Bayes multinomial in each aspect of each
dataset.

The classified dataset will enter the calculation process to obtain a confusion matrix
table to calculate accuracy, precision, recall, and F1-scores, which will be compared and
used as a conclusion drawn from the research results.

2.1 Input Dataset

The dataset was obtained by scraping [14] the user reviews of the Genshin Impact game on
the Google Playstore platform using Python programming and was saved in a CSV format
file. Table 1 is an example of raw data that was scrapped.

Table 1: Raw data

Username Content Review Created atVersion
V1R4_9107 Lebih bagus dibanding game lain

walaupun kadang ngeselin karena nge-
gacha tapi dapetnya senjata

1.6.0 2021-07-21 06:25:28

Maharani Silvia Update trus kek ****, update size kecil jga
gpp ini gede banget sampah

1.6.0 2021-07-21 06:15:54

The sentiment classes had divided into positive and negative. The aspects contained
in the raw data include Gameplay and Story Aspects, Accessibility Aspects, Graphic and
Performance Aspects, and Features Aspects.

2.2 Pre-processing

Pre-processing is a way to make raw data into ready data to be processed to get important
information. This method can also improve the performance of the classification algo-
rithms. The pre-processing flow in this study starts with Case Folding, Cleansing, Normal-
ization, Stopword, tokenizing, and stemming.

1. Case folding: The process of converting all letters to lowercase [15]
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2. Cleaning: The process of removing symbols up to numbers, and only the characters
a-z are accepted [16].

3. Normalization: The process of changing words into complete/standard words [17].
4. Stopword: The process of removing words that have no meaning or words that ap-

pear frequently [15].
5. Tokenizing: The process of breaking words into broken words.
6. Stemming: The process of removing affixes using the ECS method [18].
7. If there is a word that is the same as the dictionary word accessibility word, then the

review is labelled as an aspect of accessibility. Likewise, with other dictionaries, if
there are words that are the same as other dictionaries.

8. Reviews can have one to four aspects, depending on the words contained in the re-
view.

9. Reviews also cannot have aspects if the words contained in the review are not the
same as the four word-list dictionaries.

2.3 Aspect Categorization

Categorization is a method for grouping sample data into aspect groups based on the
words contained therein. These words were stored in a word list dictionary based on their
respective aspects. The words in the dictionary determine what ’aspects’ are included in
the reviews. Table 2 shows an example of a word-list dictionary.

The rules of the categorization process are as follows:

1. Cleansing result data will be read word by word
2. The word read by the system checked whether it is the same as the word in the four

word-list dictionaries.
3. The sequential process starts from the accessibility word list dictionary and then pro-

ceeds to gameplay and story, Graphics and Performance, and Features.
4. If there are no similar words in the accessibility word list dictionary, then the process

will
5. Continue to the gameplay, story, and so on, until the feature word-list dictionary.

2.4 Data Filtering

Filtering is a process in which sample data that is categorized will be filtered based on the
number of words from the preprocessing results or the aspects contained. The filtered data
must have a minimum of two tokens to produce good data for the classification process.
The filtering results will divided into two groups, namely Eligible Data and Ineligible Data.
Eligible data is a sample with at least one aspect label to ensure that the data entering the
classification process has aspects. Otherwise, it will be considered ineligible data.

2.5 Balancing data

The sample data used has a class imbalance between positive and negative. Therefore, a
process is needed to balance the data. There are methods used in this study, namely RUS
and ROS.

1. Random undersampling (RUS) is a data balancing technique where data from the
majority class is discarded randomly to meet the balance of the sample data. This
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technique can cause data shortages and also cause loss of potentially valuable infor-
mation [19].

2. Random oversampling (ROS) is a data balancing technique where the data from the
minority class is duplicated or increased randomly so that the data from each class
can be equal or balanced. This technique can cause data overload and duplication of
information that is the same as minority class data [20]

Table 2: Word list dictionary
Gameplay and story Accessibility Graphics and performance Feature
gameplay mouse low senjata
stori keyboard medium artifak
story joystick high artifact
storyline controller lag artefak
aether server graphic gacha
lumine login grafik karakter
lore connection grafis banner
konsep koneksi snapdragon map
cerita internet primogem mora
elemental download

2.6 Aspect Based Classification

The next stage is the Classification process. The data will be trained using the K-fold Cross
Validation validation technique [21] [22], with the number of folds to be determined as
10-fold [23] [24], this allows for feature extraction of all data other than the data to have
tested.

The classification process in this study uses the multinomial naïve Bayes method [12,25]
with the Laplace smoothing technique [26] so that the probability results are not zero. The
following is the naïve Bayes multinomial formula using the Laplace smoothing technique.

This classification was carried out on each aspect of the dataset. In this research, there
are three datasets, namely non-balanced data, undersampling data, and oversampling data.

2.7 Evaluation

The confusion matrix is commonly used to measure the algorithm’s performance. Classi-
fied data was evaluated to obtain a Confusion matrix table which consists of variables such
as True Positive (TN), False Positive (FP), True Negative (TN), and False Negative (FN) to
calculate accuracy in (1), precision in (2), recall in (3), and F1-scores in (4).

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Precission =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)
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F1-score = 2× Precision × Recall
Precision + Recall

(4)

3 Results

The total review data used in this test was 1,000 data, with 636 review data on Gameplay
and Story aspects, which consisted of 495 positive review data and 141 negatives review
data, 332 review data on the Accessibility aspect, which consisted of 97 positive review
data and 235 negatives review data, 430 graphical and performance review data have con-
tained 182 positive review data and 248 negatives review data, and 329 feature review data
consisting of 119 positive review data and 210 negatives review data. From the results
of tests that had carried out on review data both from non-balanced, undersampled, and
oversampled data, the results and discussion of conclusions had obtained as follows.

The highest accuracy was found in oversampled data in ’Gameplay and Story Aspects’,
with an accuracy value of 85.55 %, precision of 85.72 %, recall of 85.18 %, and F1-score
of 85.45 %. Likewise, in the Aspect of Accessibility, the data were oversampled, reaching
80.33 %, precision of 76.87 %, recall of 87.38 %, and F1-score of 81.78%. In the Graphic
and Performance Aspects, the data have oversampled and gained 76.79 %, precision of
74.11 %, recall 83.11 %, and F1-score 78.35 %, and in ’the Features aspects, the data have
oversampled and gained 77.14 %, precision 75.08 %, recall 81.88 %, and F1-score 78.34 %.
For more details, see Figure 2.

Figure 2: Accuracy.

The highest F1-score value was found in non-balanced data with Gameplay and Story
Aspects, and then in Accessibility Aspects and Graphic and Performance Aspects, the over-
sampled data has the highest F1-score; meanwhile, the Features Aspect has the same F1-
score on undersampled data and oversampled. For more details, see Figure 3.
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Figure 3: Level of F1-score.

4 Discussion

Based on the test results, it can conclude that the multinomial naïve Bayes used as a clas-
sification method in aspect-based sentiment analysis in the Genshin Impact Game review
has a pretty good level of accuracy with an average resulting accuracy of more than 70 %
as a classification model in classifying reviews based on text and also balancing RUS and
ROS techniques are proven to be able to influence the naïve Bayes multinomial algorithm
as a classification method which can increase the accuracy value of naïve Bayes multino-
mial when using ROS and can make the F1-score value more stable in both techniques.
Then, for the accurate results that look different in each aspect, this is due to differences in
the amount of data and the quality of the training data in each ’aspect’. The F1-score on
’Gameplay and Story aspects’ is higher because the recall average was high. But overall,
the undersampled and oversampled data have an average F1-score that is higher and more
stable than non-balanced data.

The ROS data balancing technique has the effect of being able to increase the accuracy
of the naïve Bayes Multinomial on the Genshin Impact Game review data. ROS makes
information from the minority class reproduced so that when calculating the probability of
p(x), it produces a high enough value, and not only that, ROS has a higher level of precision
and recall than RUS or non-balanced data.

Meanwhile, the RUS data balancing technique has the effect of making the accuracy
value decrease. This is probably, due to the loss of information due to the undersampled
balancing process during the probability calculation process for p(x), and the naïve Bayes
algorithm is very dependent on this information. The second possibility is the selection of
random data due to the random function of RUS so that this allows good data or undersam-
ple quality also applies to ROS because of the random method; moreover, the multinomial
naïve Bayes algorithm utilizes information from this training data to be able to predict
its classification. this multinomial naïve Bayes algorithm. Even so, the level of accuracy
produced by RUS is still quite good at 70 %.

https://ejournal.ittelkom-pwt.ac.id/index.php/infotel

https://ejournal.ittelkom-pwt.ac.id/index.php/infotel


IMBALANCE DATASET IN ASPECT-BASED SENTIMENT ANALYSIS ON GAME GENSHIN IMPACT REVIEW 79

ROS is proven to have a better effect on accuracy than RUS on Genshin impact game
review data using the naïve Bayes multinomial classification method. RUS data also have
lower results than Non-Balance data. This method was also supported by the research of
Sabani et al. [27], who used K-fold as their validation method. The classification method
uses the Supervised learning algorithm, namely SVM and RUS. With the imbalance data
handling method, the result is that RUS data has lower accuracy than unbalanced data but
more stable precision, recall, and F1-score.

5 Conclusion

The conclusion was drawn that naïve Bayes multinomial can be used in classifying aspect-
based sentiments in Genshin Impact Game reviews based on text in Indonesian. The ROS
and RUS data balancing techniques are proven to influence aspect-based sentiment analysis
in Indonesian language Genshin Impact game text reviews, where ROS data has a better
effect in terms of accuracy than RUS data or non-balanced data, with the highest accuracy
rate reaching 85.55 % on gameplay and story aspects.

Future research can focus on improvements in data selection during undersampling
and oversampling. The method may combine with data selection that hopefully could
have a good impact on performance. We can try data selection methods such as random
forest or information gain.
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