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Abstract: Malnutrition is one of the leading health problems experienced by toddlers in
various countries. Based on the 2022 Indonesian Nutritional Status Survey results, mal-
nutrition in children under five in Indonesia is higher than the average malnutrition in
Africa and globally. Therefore, a way is needed to predict the nutritional status of children
under five early and quickly so that the Government (through the District Health Office)
can immediately provide the necessary treatment. This study aims to predict or classify the
toddlers’ nutritional status based on age, body mass index (BMI), weight, and body length
using various machine learning (ML) methods, namely naïve Bayes, linear discriminant
analysis, decision tree, k-nearest neighbor, random forest, and support vector machine.
The predictive performance of each ML method was evaluated based on accuracy, sensi-
tivity, specificity, the area under the curve (AUC), and Cohen’s kappa coefficient (CKC).
The test results show that the random forest method is the most recommended for predict-
ing toddlers’ nutritional status with accuracy, sensitivity, specificity, AUC, and CKC values:
0.9737, 0.9500, 0.9881, 0.9990, and 0.9609, respectively. The study’s contribution is to obtain
information about toddlers’ nutritional status more easily.
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1 Introduction

Malnutrition is one of the major health problems experienced by children under five in
many countries. Malnutrition can affect the overall growth and development of children
under five. Based on the 2022 Indonesian Nutrition Status Survey (SSGI) results, around
17.1 % of children under five in Indonesia were underweight, and 7.7 % were malnourished
(wasting). This undernutrition rate increased by about 0.1 % compared to 2021. Mean-
while, malnutrition increased by 0.6 % [1]. Malnutrition in toddlers in Indonesia is higher
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than the average malnutrition in Africa (5.8 %) and globally (6.8 %) [2]. This situation
is made worse by the lack of public awareness of the nutritional value, the difficulty in
obtaining wholesome food, the existence of cases of poverty, and the scarcity of food.

If not appropriately addressed, malnutrition in children under five can potentially cause
serious health problems, increasing the risk of developing various long-term health prob-
lems, such as diabetes, high blood pressure, stroke, behavioral disorders, and even death.
Therefore, it is necessary to detect the nutritional status of children under five years of age
early and quickly so that the government (through the District Health Office) can imme-
diately provide the necessary treatment. The machine learning (ML) method can rapidly
predict the toddlers’ nutritional status by classifying them based on age, BMI, weight, and
length. It will impact the ease of obtaining information about the toddlers’ nutritional
status.

Several ML methods are used to classify/predict malnutrition or nutritional status in
toddlers, including the naïve Bayes (NB) method [3–6], logistic regression [7], k-nearest
neighbor (kNN) [4, 5, 8], decision tree (DT) [6, 9–11], support vector machine (SVM) [12],
and learning vector quantization [13]. Several studies compare several ML methods to
classify malnutrition in toddlers [4,14–19]. However, no research in Indonesia uses several
ML methods to predict several nutritional statuses (multi-class) in toddlers, such as mal-
nutrition, undernutrition, normal, and overnutrition. Therefore, this study aims to predict
the toddlers’ nutritional status using various ML methods. The ML methods considered
include NB, linear discriminant analysis (LDA), DT, kNN, random forest (RF), and SVM.
These methods are a combination of simple linear (NB, LDA), nonlinear (DT, k-NN), and
complex nonlinear (RF, SVM) methods. Furthermore, the predictive performance of these
methods is evaluated based on their accuracy, sensitivity, specificity, the area under curve
(AUC), and Cohen’s kappa coefficient (CKC). The classification method with the best eval-
uation results can be recommended as an ML method to predict the nutritional status of
children under five so that the Government can immediately provide the necessary treat-
ment.

2 Research Methods

This section discusses the research stages, cata collection, data preprocessing and splitting,
parameter tuning, classification/prediction methods, and evaluation.

2.1 Research Stages

Figure 1 shows the stages of this research, and the R programming tool was used starting
from the data preprocessing to the results evaluation stage.

2.2 Data Collection

The dataset used in this study was obtained from the Kaggle site [20]. The dataset con-
sists of 200 toddler data with seven variables: name, gender, age, weight, height, BMI, and
toddler status. However, two variables, name and gender, will not be included in the clas-
sification process because they are not involved in the calculation. So, only five variables
from the dataset are used for training and testing. The target variable (toddler status) is a
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Figure 1: Research stages.

multi-class variable that contains malnutrition, undernutrition, overnutrition, and normal
classes.

2.3 Data Preprocessing and Splitting

Before the dataset is randomly split into 80 % data for training and the remaining 20 % for
testing, it is crucial to clean the dataset from ‘null’ data, outliers, and duplicates. Correla-
tion between variables will be measured using the Spearman rank correlation coefficient.
Next, the output variable (under-five status) is encoded as category (factor) type, and all in-
put variables are normalized/standardized by scaling and centering. The scaling (z-score)
and centering (data reduction to the mean) results are directly applied to the training pro-
cess of each ML classification method.

2.4 Parameter Tuning

Parameter tuning aims to organize model training systematically by dividing the dataset
into particular and different sizes to produce optimal prediction accuracy. The dividing
sample data in this study uses the stratified k-fold cross-validation (CV) method with a
value of k = 10. This method will perform resampling for all possible cases from the dataset
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to minimize the estimation bias level. Therefore, this method is widely used in various
classification studies [21].

2.5 Classification / Prediction Methods

After examining several previous works, six ML methods that are a combination of simple
linear (LDA, NB), nonlinear (k-NN, DT), and complex nonlinear (RF, SVM) methods are
considered in this work. LDA is a statistical method used to analyze discriminants in data.
The goal is to find a linear combination of features that can best discriminate between the
various classes in the given data. To maximize the difference between classes, LDA projects
the data to a lower dimensional feature space [22].

NB is a classifier that uses probability and statistical methods to predict future oppor-
tunities based on experience [23]. In other words, NB is a classification method based
on Bayes’ theorem with the assumption that the features used in classification are condi-
tionally independent. The NB method is computationally fast and efficient and has high
accuracy despite the small training data amount [24].

One of the simple yet effective classification methods is kNN. The basic principle of
kNN is that a sample will be classified based on the majority of its nearest neighbor cate-
gories. The "k" in k-NN indicates the number of nearest neighbors to be used in the classi-
fication process. The kNN method only stores training data as a knowledge base, so it does
not require a complex learning process. The kNN method can work optimally for data with
noise [5].

The most common and easily understood classification and regression method is the
DT. A tree structure is used by DT to represent decisions and their consequences, where
each node in the tree represents a decision to be made based on observed features. DT
methods are easy to interpret and can provide a good visual understanding of the train of
thought that the model uses for classification (categorical) or regression (numerical) [25].

RF is a group learning method that combines multiple DTs into a more stable and accu-
rate model. DTs are built randomly, and each tree provides a classification for class labeling.
The RF method can generate predictions based on a combination of individual predictions
given by each tree in the group. Besides being able to handle large and complex datasets,
RF can also handle various data, such as numerical and categorical data.

SVM is a kernel-based supervised ML method widely used for regression and classifi-
cation. By maximizing the margin between classes, the SVM method creates a hyperplane
that best divides the training observations based on their class labels. SVM can handle
high-dimensional data and nonlinear feature spaces. SVM can also produce models with
strong overfitting and good predictability [26].

2.6 Evaluation

Evaluation of the prediction results aims to measure the performance of each ML clas-
sification method. The performance of each ML method in this study will be evalu-
ated/measured using the confusion matrix (CM) [27], the area under the curve [28], and
CKC [27, 28].
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2.6.1 Confusion matrix

According to the CM, there are four possible prediction results, namely true positive (TP),
true negative (TN), false positive (FP), and false negative (FN). Meanwhile, the metrics that
will be used to evaluate the performance of each ML method in this study are [29]:

Accuracy =
TP + TN

(TP + TN + FP + FN)
(1)

Sensitivity =
TP

(TP + FN)
(2)

Specifity =
TN

(TN + FP )
(3)

The accuracy metric describes how accurately the model can classify correctly. Accu-
racy is valuable as it shows how closely the predicted value matches the true value. The
accuracy value can be obtained with (1). In this study, the accuracy value indicates the
proportion of all under-fives who were correctly predicted to be malnourished, undernour-
ished, overnourished, or normal.

The ratio of the number of correctly predicted positive data to all positively labeled
data is known as the sensitivity metric. The sensitivity value is calculated using (2). The
percentage of children under five who are correctly predicted to be malnourished, un-
dernourished, overnourished, or normal out of all children under five who are malnour-
ished/undernourished/overnourished/normal is represented by the sensitivity value.

The specificity metric measures the percentage of negative correct predictions compared
to all negatively labeled data. The specificity value shows the toddler percentage who are
correctly predicted not to be malnourished, undernourished, overnourished, or normal
out of all toddlers who are not malnourished/undernourished/overnourished/ normal.
Equation (3) can be used to calculate the specificity value.

2.6.2 The area under curve

It is an evaluation metric to measure the overall performance of multi-class classification
methods with threshold value settings. AUC measures the ability of a model to distinguish
between two classes or groups. In this multi-class study, one class is considered as the
"positive" class, while the remaining class is considered as the "negative" class. The higher
the AUC value (closer to 1), the more accurate the model is in predicting the class. The
discrimination level of AUC can be measured using the data in Table 2 [28].

Table 1: The AUC discrimination level
AUC value Discrimination Level

< 0.50 No discrimination
0.51 – 0.70 Poor
0.71 – 0.80 Acceptable
0.81 – 0.90 Excellent
0.91 – 1.00 Outstanding
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Figure 2: Exploratory data analysis.

2.6.3 Cohen’s Kappa coefficient

It measures the inter-rater reliability (agreement between annotators) on classification
problems. The CKC can be applied to both multi-class and unbalanced classifications. With
coefficient values ranging from 0 (poor agreement) to 1 (perfect agreement), as listed in Ta-
ble 2, the CKC is only applied to qualitative (categorical) data measurement results [27].

Table 2: Agreement level of the CKC [28]
CKC Value Agreement Level

< 0 Poor
0.01 – 0.20 Slight
0.21 – 0.40 Fair
0.41 – 0.60 Moderate
0.61 – 0.70 Substantial
0.81 – 0.99 Almost perfect

3 Result

This section discusses dataset analysis results, confusion matrix with k-Fold CV, AUC, and
CKC.
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Figure 3: Confusion matrix of ML methods.

3.1 Dataset Analysis Results

The dataset contains 200 toddler data. There was no data reduction after it was verified
from null, outliers, and duplication data. The data distribution of each variable was rela-
tively even, as shown in Figure 2, except for the BMI variable, which was slightly skewed to
the right. The Spearman rank correlation value between variables was low, except for the
weight and BMI variables that significantly influenced the outcome variable (under-five
status). The status plot also shows that the dataset is slightly unbalanced but quite good.

Furthermore, the training dataset was classified using ML methods (NB, LDA, DT,
kNN, RF, SVM) for modeling. The best model of each ML method would be tested to
measure its performance.

3.2 Confusion Matrix with k-Fold CV

Figure 3 shows the CM for each ML method with a 10-fold CV. The results of testing accu-
racy, sensitivity, and specificity metrics using (1), (2), and (3) on average are listed in Table 3.
The results of CM testing with a 10-fold CV for all ML methods show that almost all ML
methods have high accuracy, sensitivity, and specificity values of more than 0.81 except the
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kNN, which has an accuracy value of 0.7368 and sensitivity of 0.6524. Meanwhile, DT and
RF are the best-performing ML methods.

Table 3: ML methods performance based on CM
No. Methods Accuracy Sensitivity Specificity

1. NB 0.8947 0.8626 0.9620
2. LDA 0.9211 0.8853 0.9696
3. DT 0.9737 0.9500 0.9881
4. kNN 0.7368 0.6524 0.8985
5. RF 0.9737 0.9500 0.9881
6. SVM 0.9609 0.8500 0.9670

3.3 AUC

The AUC measurement results in Figure 4 show that almost all ML methods have an out-
standing level of discrimination except the kNN, which is at an excellent level. Meanwhile,
the RF is the ML method with the highest AUC value.

Figure 4: AUC values for the ML methods.

3.4 CKC

The reliability test results for all ML methods are based on the CKC value. Figure 5 shows
that almost all ML methods have almost perfect reliability, with CKC values of more than
0.81, except the kNN has moderate reliability. Meanwhile, the DT and RF are the ML meth-
ods with the best reliability.
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Figure 5: Reliability comparison of ML methods based on CKC.

4 Discussion

Test results based on accuracy, sensitivity, specificity, and reliability metrics show that RF
and DT are ML methods with the best performance. The results of the RF and DT tests
are similar to the limitations of the dataset scale and the number of variables. Hence, the
RF decision combination is identical to the DT. However, test results based on AUC values
show that RF performance outperforms DT and all other ML methods. Therefore, RF is the
most recommended ML method for predicting toddlers’ nutritional status. Whereas kNN
is an ML method that is not recommended because it has the lowest performance based on
all test results.

5 Conclusion

This research uses several ML methods, NB, LDA, DT, kNN, RF, and SVM, to predict tod-
dlers’ nutritional status based on age, BMI, weight, and length. Testing results using the
CM with a 10-fold CV, AUC, and CKC show that almost all ML methods have high perfor-
mance. However, the RF is the best-performing ML method.

In addition, the limitation of this research is that the dataset used is limited and only
uses four variables (age, weight, height, and BMI) based on anthropometric standards in
Indonesia. Future research can use datasets with a larger scale to increase the scope of the
study and involve several other variables such as demographics and so on.
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