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Abstract — Public sentiment regarding a particular issue, product, activity, or organization can be measured and monitored
with an application based on artificial intelligence. The data come from comments circulating on social media. However,
the rules for writing comments on social media have yet to be standardized, so non-standard words often appear in these
comments. Non-standard words affect the determination of sentiment into positive, neutral, and negative categories. Therefore,
the author proposes a data preprocessing approach by inserting the Rabin-Karp algorithm to improve non-standard words.
This research consists of several steps, namely crawling of data, preprocessing of data, extraction of features, development of
the model (based on Naı̈ve Bayes, Decision Tree, and Support Vector Machine methods), and the analysis of the results. The
implementation results indicated that the approach influences the determination of the sentiment category composition. Then,
model testing results showed that almost all models obtained the highest value in the Neutral category for the precision,
recall, and f1-score parameters. In addition, the results of the accuracy parameter of the classification model showed that
the Support Vector Machine-based model performs better than the Naı̈ve Bayes and Decision Tree methods.
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I. INTRODUCTION

Social media has become the most popular platform
for user interaction and information sharing in the
modern digital age. Social media is also a signif-
icant data source for understanding public opinion
and sentiment about a particular product, brand, or
topic in business and marketing. Therefore, an artificial
intelligence-based sentiment identification application
was developed to support this. The data sources used
to develop this system are Instagram, Twitter, and
Facebook [1]. The data obtained can be in the form
of text, images, and videos. In text data, there are non-
standard words and spelling mistakes that can affect
the performance of the sentiment classification system.
Data preprocessing is an essential part of developing
a classification model. In general, the steps of data
preprocessing that are completed are text cleaning [2],
deleting stopwords [3], deleting non-letter characters,
and converting uppercase to lowercase [4].

Research related to machine learning-based senti-
ment classification has been implemented in various

problems and fields. Some examples of implemen-
tation in the health sector related to the prevention,
treatment, and impact of COVID-19 include market
sentiment [5] and the use of multidimensional data
in determining sentiment [6] with the BERT frame-
work. BERT is also adopted to measure sentiment
on product review data [7], and Twitter comments
data about finance [8]. Another research presents the
development of a classification of opinion tweet data
using a combination method based on Convolutional
Neural Networks [9], a performance comparison of
models using Decision Tree (DT), Support Vector
Machine (SVM), and Random Forest (RF) for senti-
ment classification in the tourism sector [10] and the
health sector in the COVID-19 dataset [11]. Other
researchers [12] used five methods, such as Naı̈ve
Bayes (NB), DT, K-Nearest Neighbor, SVM, and RF,
to evaluate sentiment data related to COVID-19. Other
methods, such as Neural Networks (NN), are applied
to data science [13], product recommendations [14],
and sentiment analysis in the financial sector [15].

The Rabin-Karp algorithm adopts a hashing tech-
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Fig. 1. Research method.

nique to find similar words. This algorithm is imple-
mented effectively for multiword identification [16]
in text. Previous researchers have adopted this ap-
proach to solve various problems such as potential
plagiarism [16], detection of the level of document
similarity [17], and detection of fake news [18]. This
study proposes a data preprocessing approach to detect
and improve non-standard words. In this approach, the
workings of the Rabin-Karp algorithm are adopted to
refine non-standard words into standard words. Then,
the dataset obtained by the abovementioned approach
is used to develop machine learning-based classifica-
tion models such as NB, SVM, and DT.

II. RESEARCH METHOD

This section explains the steps in optimizing data
preprocessing to improve sentiment classification per-
formance. The stages proposed in this study consist
of five steps, namely data acquisition, preprocessing,
extracting features, model training and testing, and
results analysis. These steps are illustrated in Fig. 1,
and explained in further detail in the following sub-
section.

A. Dataset

The initial stage of this study involved collecting
data on comments in Indonesian from social media
platform Twitter. The sentiment comments that will
be processed are the comments regarding one of In-
donesia’s online transportation services. The snscrape
library is used to collect Twitter data. The keyword
used in the data search is “gojek”. The data collection
period was from July 01, 2022, to October 30, 2023.
The total number of tweets obtained was 3178. The
data is then saved in CSV format.

B. Data Preprocessing

Generally, the steps of data preprocessing that are
completed are text cleaning [2], deleting stopwords [3],
deleting non-letter characters [4], and converting up-
percase to lowercase. Furthermore, tokenization is car-
ried out to separate words from text so that the data
obtained consists of several words. The next stage

Fig. 2. Rabin-Karp algorithm for repairing the non-standard words.

is identifying non-standard words from the text. The
Rabin-Karp algorithm is implemented to fix the non-
standard word, as illustrated in Fig. 2. In order to fa-
cilitate the implementation of this algorithm, an initial
non-conventional word dictionary is created, consisting
of a total of 500 data words.

In general, the workings of the Rabin-Karp algo-
rithm in this study are described as follows:

1) Calculating hash value of non-standard words.
2) Looking up the first stage of the hash value in

the dictionary.
3) Comparing word characters.
4) Replacing non-standard words with standard

words.

C. Feature Extraction

Tweet sentiments were grouped into three cate-
gories, namely Positive, Neutral, and Negative. These
categories are obtained by calculating the text polarity
value [18] with the following rules:

1) If the polarity value > 1, the text was indentified
as Positive opinion category.

2) If the polarity value = 0, the text was indentified
as the Neutral opinion category.

3) If the polarity value < 1, the text was classified
into the category of Negative opinion.

D. Implementation Machine Learning Model

The sentiment classification model was developed
using NB, DT, and SVM methods. The author used the
scikit-learn library for model training and testing. The
dataset processed at the feature extraction stage was
split into data from training and testing. The percentage
of dataset composition was determined at 80 % as data
from training, and the rest was data from testing.

The results of the testing were measured by the
confusion matrix. Model performance was assessed
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Fig. 3. The original dataset word cloud.

Fig. 4. Word frequency of original dataset.

by four parameter indicators: accuracy, f1-score, pre-
cision, and sensitivity. Then, the authors conducted
analyses to measure the RK algorithm implementation
as follows:

1) The results of sentiment measurement on the
original dataset.

2) The results of sentiment measurement on
datasets processed with the Rabin-Karp algo-
rithm.

3) The classification model performance using a
confusion matrix.

III. RESULT

In this section, we delve into the results of the
experiment. First, we explore the outcomes of imple-
menting the proposed approach, examining its impact
on sentiment category composition. Subsequently, we
discuss the results related to sentiment measurement,
shedding light on the effectiveness of the applied
methods. Finally, we analyze the performance of the
classification models, with a focus on the comparative
evaluation of the SVM-based model against the NB
and DT methods.

A. Proposed Approach Implementation

The results of crawling on Twitter obtained data of
3178 tweets. The data preprocessing stage is done by

data cleaning (removing users, removing emoticons,
and removing stop words), case folding, and text
stemming. The result of this stage is displayed in the
word cloud shown in Fig. 3, while the frequency of
word occurrences is shown in the following graph of
Fig. 4. Fig. 3 shows that the word ”gojek” has the
largest font size. It signifies that the word ”gojek” has
the most significant number in the dataset. Fig. 4 shows
a graph of the list of common words in the dataset, in
which the word ”gojek” is in the first position.

The next stage is the identification of non-standard
words. The identification result is shown as a word
cloud in Fig. 5, while the frequency of word occur-
rences is visualized in the bar chart in Fig. 6. Based on
Fig. 5, the words “yg” and “ga” have almost the same
font size. It signifies that these three words dominate
the dataset. Fig. 6 shows the frequency of the words
”yg” and ”ga,” which are in the top three orders of the
dataset.

Meanwhile, the word cloud and the bar chart of the
frequency of fixed words conducted by the Rabin-Karp
algorithm are shown in Fig. 7 and Fig. 8. Based on Fig.
7 and 8, the word ”gojek” is the word that appears most
frequently.

Jurnal Infotel, Vol. 15, No. 4, November 2023
https://doi.org/10.20895/infotel.v15i4.1030 319



ISSN: 2085-3688; e-ISSN: 2460-0997
Data preprocessing approach for machine learning-based sentiment classification

Fig. 5. The word cloud of non-standard words.

Fig. 6. The frequency of identified non-standard words.

B. Sentiment Measurement

The implementation of the polarity technique in de-
termining sentiment categories with the original dataset
is described in Fig. 9 and Table 1. The dataset is
named ds original, which is used in model develop-
ment. Sentiment in the Neutral category reached the
highest percentage of 81.7 %. Meanwhile, the Negative
category received the lowest percentage.

Table 1. Sentiment Results on the ds original Dataset
Sentiment categories Quantity Percentage

Positive 398 12,5
Negative 184 5,8
Neutral 2596 81,7

Furthermore, the results of sentiment measurement
on the word repairing results are shown in Fig. 10 and
Table 2. This dataset is named ds RabinKarp, which
is used in training and model testing. Sentiment in
the Neutral category reached the highest percentage,
namely 80.1 %. Meanwhile, the Negative category
received the smallest percentage.

Table 2. Sentiment Results on the ds RabinKarp Dataset
Text sentiments Quantity Percentage

Positive 426 13,4
Negative 208 6,5
Neutral 2544 80,1

C. Classification Models

The datasets in Table 1 and Table 2 are used as
training and test datasets in developing a classification
model based on the NB, DT, and SVM methods. The
model is adjusted to the name of the dataset. Therefore,
there are six classification models. Model names are
explained in Table 3.

Table 3. List of Developed Models
Metode Dataset Model

Naı̈ve Bayes ds original NBO model
Naı̈ve Bayes ds RabinKarp NBRK model

Decision Tree ds original DTO model
Decision Tree ds RabinKarp DTRK model

Support Vector Machine ds original SVMO model
Support Vector Machine ds RabinKarp SVMRK model

After completing the training phase, the authors
tested the model, visualizing the results in a confu-
sion matrix [19] and presenting performance param-
eter values in a table. Two models were generated
using the NB method: NBO model and NBRK model.
The confusion matrix for NBO model test results is
depicted in Fig. 11. The obtained parameter values,
including accuracy, f1-score, recall, and precision [20],
are detailed in Table 4.

The highest value of the precision parameter is
achieved by the Neutral category of 0.83. Then, the
highest f1-score and recall values are also in the
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Fig. 7. The word cloud of word repair.

Fig. 8. The frequency in the fixed dataset.

Fig. 9. The percentage of sentiment in the original dataset.

Table 4. Parameter of the NBO model Test Results
Text sentiment Parameters SupportPrecision Recall f1-score

Positive 0.61 0.20 0.30 35
Negative 0.00 0.00 0.00 506
Neutral 0.83 0.99 0.91 95

Neutral category of 0.91 and 0.99. The prediction
of accuracy is 0.82. The confusion matrix from the
NBRK model test results is shown in Fig. 12. Table
5 shows the resulting parameters from the confusion
matrix of Fig. 12.

Fig. 10. The percentage of sentiment in the repaired dataset.

Table 5. Parameters of the NBRK model Test Result
Text sentiment Parameters SupportPrecision Recall f1-score

Positive 0.64 0.14 0.23 100
Negative 0.00 0.00 0.00 45
Neutral 0.80 1 0.89 491

The Neutral category has the highest score on the
precision, f1-score, and recall parameters of 0.80, 0.89,
and 1. The result of the DTO model test is displayed
as a confusion matrix in Fig. 13. Parameters resulting
from the confusion matrix Fig. 13 are described in
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Fig. 11. The confusion matrix from NBO model.

Fig. 12. The confusion matrix from the NBRK model test.

Table 6.

Fig. 13. Confusion matrix from the DTO model test result.

Table 6. Parameters from the DTO model Test Result
Text sentiment Parameters SupportPrecision Recall f1-score

Positive 0,68 0.52 0.59 95
Negative 0.32 0.26 0.29 35
Neutral 0.90 0.95 0.93 506

The Neutral category has the highest score on the
precision, f1-score, and recall parameters of 0.90, 0.93,
and 0.95. At the same time, the accuracy value is
0.85. On the other hand, the DTRK model test result
is shown in the confusion matrix in Fig. 14. The
parameter values resulting from the confusion matrix
in Fig. 14 is shown in Table 7.

Fig. 14. Confusion matrix from DTRK model test result.

Table 7. Parameters from DTRK model Test Result
Text sentiment Parameters SupportPrecision Recall f1-score

Positive 0.79 0.62 0.70 100
Negative 0.71 0.49 0.58 45
Neutral 0.91 0.98 0.94 491

The highest value of the precision, f1-score and
recall parameters achieved by the Neutral category of
0.91, 0.94 and 0.98. While the accuracy value is 0.86.

Fig. 15. Confusion matrix from the SVMO model test result.

Furthermore, the SVMO model test result is illus-
trated in the following Fig. 15. The parameter values
resulting from the confusion matrix is described in
Table 8.

Table 8. Parameters from SVMO model Test Result
Text sentiment Parameters SupportPrecision Recall f1-score

Positive 0.66 0.51 0.57 95
Negative 0.60 0.09 0.15 35
Neutral 0.88 0.97 0.93 506

The precision, f1-score, and recall parameters
achieved the highest results for the Neutral category,
attaining 0.88, 0.93, and 0.97, respectively. Meanwhile,
the prediction accuracy for this model is 0.86. The
classification performance of the SVMRK model is
visualized in Fig. 16 through a confusion matrix. The
parameters, including f1-score, recall, and precision,
are detailed in Table 9.
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Fig. 16. Confusion matrix from the SVMRK model test result.

Table 9. Parameters of SVMRK model Performance
Text sentiment Parameters SupportPrecision Recall f1-score

Positive 0.71 0.57 0.63 45
Negative 0.91 0.22 0.36 491
Neutral 0.88 0.98 0.93 100

The highest value of the precision parameter is
achieved by the Negative category of 0.91. Then, the
Neutral sentiment category obtained the highest results
on the f1-score and Recall parameters with values of
0.93 and 0.98. Meanwhile, the accuracy parameter is
0.79.

IV. DISCUSSION

To assess the performance of the proposed data pre-
processing during the labeling stage, we compared the
labeling results obtained with the previous method and
those achieved with the proposed data preprocessing.
The results of this comparison are detailed in Table 10.

Table 10. The Data Preprocessing Performance

Sentiment category Data preprocessing
Previous Proposed

Positive 398 (12,5%%) 426(13,4%)
Negative 184 (5.8%) 208(6,5%)
Neutral 2596 (81.7%) 2544 (80.1%)

Table 10 shows a change in the percentage compo-
sition of the Positive, Neutral, and Negative opinion
categories after the proposed data preprocessing was
applied. In the Positive category, there was an increase
from 12.5 % to 13.4 %. Then, in the Negative category,
there was also an increase from 5.8 % to 6.5 %. Mean-
while, in the Neutral category, there was a decrease in
the percentage from 81.7 % to 80.1 %. In general,
implementing the Rabin-Karp algorithm in data pre-
processing causes changes in the labeling stage, even
though the percentage changes are insignificant.

In this study, a performance comparison analysis be-
tween models with the ds original and ds RabinKarp
datasets could not be carried out because the data
composition per category differed at the training and
testing stages.

For models with ds original dataset, the perfor-
mance measurement between models by measuring

the value of the precision parameter was analyzed.
Comparison results per category are shown in Fig.
17. The NB model achieved the highest precision
parameter value in the Neutral category of 0.90.

Fig. 17. The performance comparison of parameter precision on
models.

Secondly, an analysis of performance between mod-
els was conducted through the results of measuring the
recall parameter. A comparison of the values of these
parameters is shown in Fig. 18.

Fig. 18. Performance comparison of the recall parameter on models.

The NB model in the Neutral category of 0.99
achieved the recall parameter’s highest value. Thirdly,
the performance analysis between models was con-
ducted by measuring the value of the f1-score. A
comparison of f1-score results for each model is shown
in Fig. 19.

Fig. 19. Performance comparison of the f1-score parameter on
models.

The SVM model achieved the highest value of the
f1-score parameter in the Neutral sentiment category
of 0.93. For models with ds RabinKarp database, the
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performance analysis between models was measured
based on the precision parameter. A comparison of the
precision results for each model is shown in Fig. 20.

Fig. 20. Performance comparison of the precision parameter.

The DT and SVM models obtained the highest
score in the Neutral and Negative categories of 0.91.
Furthermore, the performance between models was
analyzed based on the recall parameter. The obtained
value of this parameter in each model is shown in Fig.
21.

Fig. 21. Performance comparison of recall parameter.

The performance of the NB models on the recall
parameter obtained the highest value of 1. Thirdly,
performance analysis between models was carried out
based on the f1-score parameter. A comparison be-
tween parameter values in each model is shown in Fig.
22. The DT model obtained the highest score in the
Neutral category of 0.94.

Fig. 22. Performance comparison of the fl-score parameter.

We found that Neutral sentiment received the high-
est scores when comparing the three parameters across
all models. This outcome is due to the use of an
unbalanced dataset, where the Neutral sentiment cate-
gory forms a significant portion. We further analyzed
accuracy differences between models using ds original

and ds RabinKarp datasets, as shown in Fig. 23 and
Fig. 24.

Fig. 23. Performance comparison of the accuracy parameter of
models with ds original dataset.

Fig. 24. Performance comparison of the accuracy parameter of
models with ds RabinKarp dataset.

The SVM model achieved the highest accuracy pa-
rameter value with the ds original and ds RabinKarp
datasets of 0.86 and 0.89. Based on the comparison
results on this parameter, the performance of the SVM
model is better than the DT and NB models.

V. CONCLUSION

In this study, an approach at the data processing
stage was proposed. The Rabin-Karp algorithm was
inserted to correct non-standard words in the text. The
implementation results showed that this approach can
improve non-standard words. Based on the results of
sentiment analysis, there were changes in the percent-
age composition of the total data where the Neutral
sentiment category changed from 81.7 % to 80.1 %,
the Positive category changed from 12.5 % to 13.4 %,
and the Negative category changed from 5.8 % to 6.5
%. Furthermore, this study produced six classification
models based on the NB, DT, and SVM methods
where each method was developed with the ds original
and ds RabinKarp datasets. The classification models
perform better on the Neutral sentiment based on the
measurement results of precision, fl-score, and recall
parameters. Meanwhile, based on the accuracy param-
eter, the SVM model performance is superior to the NB
and DT models. For further research, feature extraction
with the frequency-inverse document approach can be
applied to measure this data processing performance.
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