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Abstract: Unbalanced datasets in sentiment analysis present a persistent challenge, such
as often exhibit a bias favoring the majority class in classification. To address this issue,
researchers employ oversampling to rectify the imbalance by introducing synthetic data.
However, this approach leads to larger datasets that demand more time and resources for
model training, also potentially resulting in overfitting. This research aims to balance the
data through oversampling while using static word embedding techniques (Word2Vec and
FastText). The research process begins by converting opinion data into sentence vectors
using Word2Vec and FastText, followed by oversampling methods. Five datasets opinion
varying in record count and imbalance levels, are used for experimentation. The study
demonstrates improvements in sentiment analysis accuracy when Word2Vec or FastText is
combined with three oversampling techniques: SMOTE, Borderline SMOTE, or ADASYN.
To mitigate overfitting, Random Forest is used in the classification models. Performance
assessment is based on accuracy and the F-measure. Following extensive testing, it is ob-
served that the performance of the Word2Vec method aligns closely with that of FastText.
The borderline SMOTE emerges as the most effective oversampling method. Combining
Word2Vec or FastText with Borderline SMOTE is shown to be the optimal choice, providing
accuracy and scores of the F-measure in the range of 91.0% to 91.3%. Sentiment analysis
models utilizing Word2Vec or FastText in conjunction with Borderline SMOTE exhibit the
potential for high-performance alternatives.
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1 Introduction

Sentiment analysis is a critical aspect of Natural Language Processing (NLP) that has
garnered significant research interest. Studies in this domain focus mainly on the develop-
ment of efficient models to achieve high performance [1]. However, supervised sentiment
analysis relies on annotated datasets, which often exhibit class imbalance. In such cases,
the majority class (e.g., positive sentiment) significantly outweighs the minority class (e.g.,
negative sentiment), leading to classification bias [2]. To address this issue, data balanc-
ing techniques such as under-sampling and oversampling can be applied. Oversampling
techniques, such as the Synthetic Minority Over-sampling Technique (SMOTE), generate
synthetic instances for the minority class, preserving original data and enhancing model
performance. However, a key challenge remains to determine the optimal synthetic data
to generate.

Previous research has explored the combination of oversampling and machine learn-
ing for sentiment analysis. A study implemented Random Forest with SMOTE, achieving
a precision of 71%, a recall of 70%, and a precision of 70% [3]. Another study used La-
tent Dirichlet Allocation (LDA) and Support Vector Machine (SVM) with SMOTE-Tomek
Links, achieving 98% precision, precision, recall, and F1-score [4]. However, these studies
were conducted on small datasets, limiting their generalizability. Similar research applied
LSTM with SMOTE, obtaining an accuracy of 89.42% on a dataset of only 1,903 samples [5],
another study that employed multiple machine learning models together with SMOTE re-
ported an accuracy of 91% on a dataset consisting of 1,770 samples [6].

Despite promising results, several limitations remain. Some approaches, such as Ran-
dom Forest with SMOTE, yield suboptimal accuracy, while others, such as SVM with
SMOTE-Tomek Links, perform well but lack scalability due to small dataset size. Further-
more, previous studies have typically relied on a single oversampling technique or word
embedding method, potentially limiting the robustness of the model. These gaps highlight
the need for further research that integrates multiple oversampling strategies with word
embedding techniques, tested on larger and more diverse datasets.

Previous studies have shown that oversampling improves classification quality, with
Borderline-SMOTE achieving the highest accuracy [7]. However, previous research has
not extensively examined the combination of oversampling techniques with word embed-
ding, particularly for sentiment analysis in the Indonesian language. Furthermore, another
study explored sentiment analysis using word embeddings derived from Stack Overflow
(SO) posts and Google News. This research further examined the impact of two machine
learning techniques oversampling and undersampling on dataset balancing. The results
demonstrated that oversampling effectively improved the performance of the sentiment
classifier [8]. Based on [7–9], it can be concluded that SMOTE is the most widely used
oversampling method. However, no research has examined the effectiveness of these over-
sampling techniques when combined with Word2Vec and FastText, particularly for senti-
ment analysis in the Indonesian language. Furthermore, no studies have investigated the
application of Borderline SMOTE and ADASYN in similar cases.

This study evaluates three widely used SMOTE variations: SMOTE, Borderline-
SMOTE, and ADASYN are investigated.
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1.1 SMOTE

SMOTE refers to an oversampling technique resulting in a set of synthetic data by mak-
ing a new instance between two features of two data present in one class. This synthetic
data is obtained through the following steps.

(a) Taking feature x from the dataset in the minority class and finding k closest to feature
y in a similar minority class.

(b) For each chosen feature y, calculate the distance difference between feature x and
feature y, then multiply the distance difference with a random number between 0
and 1.

(c) Then, add the feature y to the part of the minority class [9].

1.2 Borderline-SMOTE

The advanced method of SMOTE is Borderline-SMOTE, which is believed to have a
better performance. Its mechanism starts by seeking members of the minority class in the
borderlines. Then it is continued by making synthetic data from the borderlines. The syn-
thetic data are then united with a set of original data in a minority class until a balance is
reached [9].

1.3 ADASYN

ADASYN is a method for the oversampling approach using the distribution weight for
the data in the minority class based on the difficulty level of learning. Synthetic data are
the result of the minority class that is difficult to learn rather than the minority class that is
easy to learn [9].

Unlike random oversampling, which duplicates minority class samples, these tech-
niques create synthetic data, reducing the risk of overfitting. This study investigates
whether combining oversampling techniques with static word embedding methods, such
as Word2Vec and FastText, can enhance sentiment analysis performance. The process in-
volves annotation of the data set, text pre-processing, and word vectorization using the
Word2Vec skip-gram model. Sentence vectors are then constructed by averaging word
vectors.

For classification, we employ ensemble machine learning, specifically Random Forest,
which is widely used in sentiment analysis research, such as in [10–14]. Our study is con-
ducted on five labeled datasets derived from YouTube video comments with varying class
imbalance ratios.

Our study aims to prove the increase in the precision of sentiment analysis if combining
Word2vec and FastText vectorization with SMOTE, Borderline SMOTE, and ADASYN to
identify the best combination of word embedding and oversampling.

The novelty of this research lies in identifying the optimal combination of word em-
bedding and oversampling techniques to improve the accuracy of sentiment analysis. In
addition, this study quantifies the improvement in accuracy achieved through these com-
bined methods.
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Figure 1: Research steps.

2 Research Method

This section discusses research steps, data crawling and annotation, pre-processing,
vectorization, SMOTE process, oversampling, building the model and classification pro-
cess, and validation and accuracy.

2.1 Research Steps

The research began with the crawling of social media data. The collected dataset was
then manually annotated by experts before being pre-processed. The next step was vector-
ization, a crucial phase in this study, in which Word2Vec and FastText were tested. Another
key aspect of this research was the evaluation of the most effective oversampling method
(SMOTE, Borderline SMOTE, or ADASYN). The final phase involved validating the accu-
racy of the model through machine learning-based modeling, classification testing, valida-
tion, and accuracy evaluation Figure 1.

2.2 Data Crawling and Annotation

The opinion dataset was collected from comments on YouTube videos that discuss the
debates between Indonesian presidential candidates for 2019. The dataset was labeled by
an expert [15] using a voting mechanism to classify sentiments into positive and negative
polarities. As a result, expert-labeled sentiment annotations exhibited an imbalanced dis-
tribution. Table 1 summarizes the dataset obtained from crawling and labeling, organized
based on the comparison of the ratio between the majority and minority classes.

The annotation results show an imbalance in the number of positive and negative com-
ments. Table 1 presents a summary of the crawled and labeled data sorted by comparison
of the ratio of the majority class and the minority class.

Table 1: Datasets information
Dataset Number of Sentiment Polarity Class
Number Instances Positive Negative Ratio

1 5134 3572 1562 2.29:1
2 13061 9262 3799 2.44:1
3 29520 21253 8267 2.6:1
4 11323 8417 2906 2.9:1
5 25694 22205 3489 6.36:1

JURNAL INFOTEL, VOL. 17, NO. 1, FEBRUARY 2025, PP. 54–67.



58 CAHYANA et al.

2.3 Pre-Processing

The preprocessing stage begins with data cleaning, which includes removing URLs,
numbers, and single characters, converting text to lowercase, replacing emoticons with
their textual equivalents, removing non-alphabetic characters, eliminating stop words, and
tokenizing. We use a dictionary of slang words containing 5,123 words, where the detected
slang words are converted to their standard forms. The final step is stemming, which
removes affixes from each word.

2.4 Vectorization

The limitations of the Bag-of-Words (BoW) and TF-IDF methods stem from their gener-
ation of high-dimensional matrix vectors. BoW converts a set of sentences into a vector rep-
resenting term frequencies, where each word within a sentiment category is counted [16].
The word that occurs most frequently in a particular sentiment type is then assigned to
the corresponding sentiment group. The size of the matrix is determined by the product
of the number of words and the instances of the dataset. Unlike BoW and TF-IDF, word
embedding methods such as Word2Vec generate lower-dimensional matrices, where the
dimensionality depends on the predefined number of features and words. Sentences in
the dataset are transformed into vectors by averaging the vector representations of their
constituent words. Consequently, the size of the opinion matrix is calculated as the num-
ber of features multiplied by the number of opinions. The resulting sentence vectors are
subsequently used in the oversampling process. FastText is an advance of Word2Vec that
performs vectorization in a more granular manner. Unlike Word2Vec, which treats each
word as an atomic unit, FastText represents words as a combination of character-level n-
grams, where n can vary from one to the total length of the word [17]. This approach makes
FastText more detailed, albeit computationally more intensive and requiring a larger dic-
tionary. One key advantage of FastText is its ability to generate vector representations for
out-of-vocabulary words by approximating them based on similar character n-grams.

2.5 SMOTE Process

SMOTE results in a number of new distances along the correlation line between feature
x and feature y. As shown in Figure 2, initially, there were 15 green data (majority) and
seven red data (minority). SMOTE will make a virtual relationship line between adjacent
feature instances in a minority class and add the synthetic data between the instance fea-
tures in minority data. This is done until the number of instance data is balanced with the
majority of data.

2.6 Oversampling

The sentence vectors of the minority class were added to balance using SMOTE, Bor-
derline SMOTE, and ADASYN. The test was carried out in rotation, from dataset 1, 2, 3,
and 4 to dataset 5. The results of the oversampling become training data. Training data
were used here for modeling and test data for model testing.

https://ejournal.ittelkom-pwt.ac.id/index.php/infotel
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Figure 2: SMOTE process.

2.7 Building the Model and Classification Process

Random Forest (RF) was chosen as the modeling technique due to its track record of
delivering high accuracy and reduce overfitting, as supported by previous research [18].
RF mitigates overfitting by generating several trees and employing bootstrapping. Each
tree contributes to the classification results, and the ultimate classification is determined
by the majority class among these trees. Training and testing data were split into an 80:20
ratio.

2.8 Validation and Accuracy

The performance of all sentiment analysis models in this research was measured using
the confusion matrix. Research on sentiment analysis commonly uses the confusion matrix,
as in [19], [20]. The confusion matrix compares the results of the actual class classification
and the prediction class of the results of the classifier model. The number of confusion
matrix would be the variable to calculate the level of accuracy, precision, recall, and the
F-measure values. Table 2 shows the confusion matrix for the prediction of two classes.

Table 2: Confusion matrix
Actual Class

Positive Negative

Predicted Class
Positive True Positive (TP) False Negative (FN)

Negative False Positive (FP) True Negative (TN)
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The accuracy of the confusion matrix was measured, that is, how many instances were
correctly classified by the sentiment analysis model. The correct classification was true
positive (TP) and false negative (FN). The accuracy measurement used (1).

Accuracy =
TP + TN

TP+ TN+ FP + FN
(1)

Precision was used to measure the accuracy of the classifier to measure the true positive,
in which the high precision meant fewer false positives (FP), while the low precision meant
more false positives (FP). The formula of precision used (2).

Precision =
TP

TP + FP
(2)

The recall measured the completeness or the classifier sensitivity. The formula of recall
was in (3), in which the high value of recall meant fewer false negatives (FN), while the
lower recall meant more false negatives (FN). The increase of the recall values often reduces
the precision values as the classifier becomes more difficult to be accurate with the increase
of sample spaces.

Recall =
TP

TP + FN
(3)

The precision and recall were used to calculate the F-measure as the average of weighted
harmonic from the precision and recall. The formula of F-measure was in (4) and the mea-
surement of F-measure was also useful as the accuracy.

F− measure = 2× Precision× Recall

Precision + Recall
(4)

To measure the performance of the oversampling methods, we measured the accuracy
and F-measure in the baseline condition as an initial condition of each dataset that was
only given with the word embedding process (Word2Vec and FastText). We measured the
accuracy and F-measure in the baseline condition, and then we measured the accuracy and
F-measure after conducting SMOTE, Borderline SMOTE, and ADASYN. We identify the
increase in accuracy after conducting the oversampling as the parameter of performance of
the oversampling methods.

3 Results

Parameters of Word2vec and FastText used were determined by word vector dimen-
sionality (or number of features) = 50, minimum word count = 5, number of work-
ers/parallel threads = 4, and context window size = 5.

Meanwhile, the results of the oversampling made the size of each dataset changed be-
cause the number of instances of minority class was increased to be equal with the majority
class as shown in Table 3.

https://ejournal.ittelkom-pwt.ac.id/index.php/infotel
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Table 3: The change of the number of instances before and after oversampling
Number of Comment

Dataset
Before Oversampling After Oversampling

Positive Negative Total Positive Negative Total

D1 3,572 1,562 5,134 3,572 3,572 7,144

D2 9,262 3,799 13,061 9,262 9,262 18,524

D3 21,253 8,267 29,520 21,253 21,253 42,506

D4 8,417 2,906 11,323 8,417 8,417 16,834

D5 22,205 3,489 25,694 22,205 22,205 44,410

3.1 Comparing the Performance of Word Embedding to the Imbalanced
Data (Baseline)

This experiment aimed to evaluate the accuracy and F-measure in the initial testing
phase using only word embedding. Additionally, it assessed the performance of word em-
bedding under imbalanced conditions (baseline). These results served as baseline accuracy
and F-measure values for comparison with the results obtained after applying oversam-
pling techniques. The calculated results are presented in Table 4.

Table 4: Accuracy and F-measure in the baseline condition (Imbalance)
Imbalance Condition (Baseline)

Dataset
Accuracy F-measure

Word2Vec FastText Word2Vec FastText

Dataset 1 68.5% 66.2% 65.7% 62.8%

Dataset 2 73.6% 73.6% 70.8% 71.0%

Dataset 3 74.2% 76.0% 70.3% 72.8%

Dataset 4 74.2% 77.9% 69.8% 73.9%

Dataset 5 87.0% 86.5% 82.0% 81.5%

As shown in Table 4, dataset 1 and 5, the Word2vec method was more excellent. In con-
trast, in datasets 3 and 4, FastText was found to be more excellent than Word2vec. Thus, the
performance of FastText was more excellent compared to Word2vec to support the results
of the more accurate classification.

3.2 Comparing the Accuracy of Oversampling Method Classification Af-
ter Word embedding

Table 5 until Table 8 shows the results of our experiments. We have conducted 60 exper-
iments as the test of the combination of 2 (two) types of word embedding (Word2Vec and
FastText), 3 (three) oversampling conditions (SMOTE, Borderline-SMOTE, and ADASYN),
measured at 2 (two) validation values: accuracy and F-measure on five datasets. The base-
line condition referred to the accuracy/F-measure of the classification on the imbalance
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dataset without implementing the oversampling method. In Table 5 to Table 8, we high-
lighted the numbers of the increase in accuracy more than 10% from the baseline.

3.2.1 Analysis on the accuracy of oversampling results after Word2Vec

The accuracy and F-measure values for the model combining Word2Vec with SMOTE,
Borderline-SMOTE, and ADASYN were evaluated. Table 5 summarizes the accuracy re-
sults and the corresponding improvements for each model and dataset compared to the
baseline.

As shown in Table 5, the Borderline-SMOTE method achieved the highest accuracy
among the three oversampling techniques. Notably, dataset 4 exhibited an accuracy in-
crease of more than 10% (10.1%). However, the highest overall accuracy was observed in
dataset 5 when using ADASYN and SMOTE. Table 6 presents the F-measure results for the
combination of Word2Vec with the three oversampling methods.

Table 5: Accuracy of the model using the combination of Word2Vec and oversampling

Dataset
Baseline

Accuracy and Improvement From Baseline

Borderline-SMOTE ADASYN SMOTE

Acc % Acc % ↑ % Acc % ↑ % Acc % ↑ %

(1) (2) (3) (4) (5) (6) (7) (8)

D1 68.5 75.4 6.9 75.5 7.0 75.6 7.1

D2 73.6 83.1 9.5 81.3 7.7 81.5 7.9

D3 74.2 83.4 9.2 83.0 8.8 83.5 9.3

D4 74.2 84.3 10.1 82.9 8.7 83.1 8.9

D5 87.0 91.0 4.0 91.3 4.3 91.3 4.3

Table 6: F-measure model using the combination of Word2Vec and oversampling

Dataset
Baseline

F-measure and Improvement From Baseline

Borderline-SMOTE ADASYN SMOTE

F1-S% F1-S% ↑ % F1-S% ↑ % F1-S% ↑ %

(1) (2) (3) (4) (5) (6) (7) (8)

D1 65.7 75.3 9.6 75.5 9.8 75.5 9.8

D2 70.8 83.0 12.2 81.1 10.3 81.5 10.7

D3 70.8 83.3 13.0 82.9 12.6 83.5 13.2

D4 69.8 84.2 14.4 82.8 13.0 83.1 13.3

D5 82.0 91.0 9.0 91.3 9.3 91.3 9.3

As shown in Table 6, it can be seen that the Borderline-SMOTE method more domi-
nantly provided highest F-measure and accuracy of the ADASYN and SMOTE methods.
Overall, the increase in F-measure value was greater than 10 % found in dataset 2, dataset
3, and dataset 4.
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3.2.2 The analysis of accuracy of the oversampling results after FastText

Table 7 presents the increase in accucary of SMOTE, Borderline-SMOTE and ADASYN
after the FastText method and their improvement from baseline. As seen in Table 7,
Borderline-SMOTE provided a higher accuracy than ADASYN and SMOTE, although it
did not reach more than 10 %. However, in general, the accuracy of all FastText models
was almost equal to Word2Vec but, in this case, the increase in the accuracy of the FastText
from the baseline was lower. Table 8 shows the results of F-Measure on FastText models.

Table 7: Model accuracy using a combination of FastText and oversampling

Dataset
Baseline

F-measure and Improvement From Baseline

Borderline-SMOTE ADASYN SMOTE

Acc % Acc % ↑ % Acc % ↑ % Acc % ↑ %

(1) (2) (3) (4) (5) (6) (7) (8)

D1 66.2 76.1 9.9 75.5 9.3 76.1 9.9

D2 73.6 82.1 8.5 82.3 8.7 81.2 7.6

D3 76.0 84.0 8.0 82.5 6.5 83.3 7.3

D4 77.9 84.1 6.2 83.8 5.9 83.2 5.3

D5 86.5 91.3 4.8 90.6 4.1 91.0 4.5

Table 8: F-measure model using the combination of FastText and oversampling

Dataset
Baseline

F-measure and Improvement From Baseline

Borderline-SMOTE ADASYN SMOTE

F1-S% F1-S% ↑ % F1-S% ↑ % F1-S% ↑ %

(1) (2) (3) (4) (5) (6) (7) (8)

D1 62.8 76.1 13.3 75.4 12.6 76.1 13.3

D2 71.0 82.0 11.0 82.2 11.2 81.2 10.2

D3 72.8 84.1 11.3 82.5 9.7 83.2 10.4

D4 73.9 84.0 10.1 83.7 9.8 83.1 9.2

D5 81.5 91.3 9.8 91.0 9.5 91.0 9.5

As seen in Table 8, from all experiments, the Borderline-SMOTE method provided the
highest F-measure compared to ADASYN and SMOTE methods. The increase in the F-
measure value was more than 10 percent in datasets 1, 2, 3, and 4. Then, it was followed by
SMOTE and ADASYN. The increase in F-measure on dataset 5 was found at the lowest; this
was related to the high ratio of majority and minority, making the synthetic data variation
not as good as the one in the majority class. Based on all the research results, the selection
of the oversampling and word embedding methods affected the accuracy and F-measure.
The condition of the dataset also affected its accuracy, particularly on the initial majority
and minority ratios of the dataset.

JURNAL INFOTEL, VOL. 17, NO. 1, FEBRUARY 2025, PP. 54–67.
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4 Discussion

The experimental results provide valuable insights into the effectiveness of different
word embedding techniques and oversampling methods in handling imbalanced senti-
ment classification tasks. The discussion is structured around three key findings: the im-
pact of word embedding methods on classification performance, the role of oversampling
in improving classification metrics, and the comparison between different oversampling
techniques.

4.1 Impact of Word Embedding on Classification Performance

The results of the baseline condition (Table 4) indicate that Word2Vec and FastText
exhibit varying performance in different datasets. Word2Vec demonstrated higher accu-
racy and F-measure values in datasets 1 and 5, while FastText outperformed Word2Vec
in datasets 3 and 4. This suggests that the performance of word embedding techniques
is dataset-dependent, possibly influenced by the vocabulary distribution, text length, and
contextual dependencies within each dataset. The higher performance of FastText in cer-
tain datasets can be attributed to its ability to capture subword information, which may be
beneficial in datasets with complex linguistic structures.

4.2 The Role of Oversampling in Improving Classification Metrics

The application of oversampling techniques (SMOTE, Borderline-SMOTE, and
ADASYN) led to significant improvements in classification performance across all datasets.
As observed in Tables 5-8, oversampling improved both accuracy and F-measure compared
to the baseline condition. The most notable improvements were seen in datasets where the
class imbalance was more pronounced, such as datasets 2, 3, and 4. This demonstrates
that addressing class imbalance is crucial in sentiment classification tasks, as it allows the
classifier to learn more representative features of both classes, leading to more balanced
decision boundaries.

4.3 Comparison of Oversampling Methods

Among the three oversampling methods, Borderline-SMOTE consistently provided the
highest accuracy and F-measure values in both the Word2Vec and FastText models. This
suggests that generating synthetic samples near the decision boundary of the minority class
effectively enhances the classifier’s ability to distinguish between classes. In particular,
dataset 4 showed the highest accuracy improvement of 10.1% using Borderline-SMOTE
with Word2Vec. Similarly, the F-measure improvements exceeded 10% in datasets 2, 3,
and 4, reinforcing the effectiveness of Borderline-SMOTE in handling imbalanced senti-
ment data. ADASYN and SMOTE also contributed to performance improvements, with
ADASYN showing slightly higher gains than SMOTE in some cases. However, the in-
crease in accuracy and F-measure was generally lower compared to Borderline SMOTE.
This implies that while these techniques help mitigate class imbalance, they may not be as
effective in refining the decision boundaries as Borderline-SMOTE.

https://ejournal.ittelkom-pwt.ac.id/index.php/infotel
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4.4 Comparison Between Word2Vec and FastText with Oversampling

When comparing the impact of oversampling on the Word2Vec and FastText models,
it was found that Word2Vec generally achieved higher performance improvements with
oversampling compared to FastText. Although FastText showed competitive baseline per-
formance, the improvements in accuracy and F-measure after applying oversampling were
slightly lower. This suggests that while FastText effectively captures subword information,
its representation might not be as sensitive to oversampling-induced changes as Word2Vec.

4.5 Practical Implications and Future Work

The findings of this study highlight the importance of selecting appropriate word em-
bedding and oversampling techniques in sentiment classification tasks. Borderline SMOTE
emerged as the most effective oversampling method, particularly in scenarios with severe
class imbalance. Future research could explore hybrid approaches that combine multi-
ple oversampling techniques or investigate deep learning-based generative methods for
synthetic sample creation. Additionally, evaluating the impact of different word vector
dimensions and contextual embeddings (e.g., BERT) could provide deeper insights into
optimizing sentiment classification performance.

5 Conclusion

The study aims to prove an increase in the accuracy of sentiment analysis when combin-
ing Word2Vec and FastText with SMOTE, Borderline-SMOTE, and ADASYN. In the base-
line condition, FastText found the word embedding with higher accuracy. Meanwhile, the
best oversampling method was Borderline-SMOTE, which, in almost all experiments, pro-
vided the highest increase in accuracy compared to other methods. The best combination of
word embedding and oversampling for accuracy was found in Word2Vec and Borderline-
SMOTE. The combination of FastText and Borderline-SMOTE became the proper model to
obtain the maximum F-measure value. The next research is to add to the test dataset from
other opinion sources (Twitter, Instagram, Facebook). In addition, there are other word em-
bedding and oversampling methods that can be examined for their performance. Several
types of machine learning can be used to identify their effect on model performance.
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