An Approach to a Group Movie Recommender System using Matrix Factorization-based Collaborative Filtering
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Abstract: The growth of online movie streaming platforms has driven the demand for recommender systems that can deal with the daunting challenge of users finding movies that match their preferences. However, these recommender systems tend to focus on the needs of individual users, whereas, in the real world, there are circumstances in which recommendations are needed for a group of users. Therefore, this study proposes a group recommender system (GRS) using matrix factorization (MF) with an aggregation model to recommend movies for a group of users. We employ three Matrix Factorization methods, i.e., after factorization (AF), before factorization (BF), and weighted before factorization (WBF) for three distinct group sizes: small, medium, and large. Our goal is to identify the most accurate method for each group size. To evaluate the performance, we used precision and recall as measurement metrics. Based on the evaluation results, the AF method is to outperform the BF and WBF methods in terms of accuracy, both for small and large groups. This can be seen from the precision and recall values which tend to be higher. Meanwhile, the BF method outperforms the AF and WBF methods in terms of precision for medium groups.
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1 Introduction

In recent years, the evolution of online platforms for movie streaming has led to an abundance of available content, posing a challenge for users to discover movies that align with their preferences. Recommender systems have emerged as a solution to enhance the user
experience by providing personalized suggestions. In response to the increasing demand for recommendations within group settings, the exploration of Group Recommender Systems (GRS) has become a prominent area of research [1–4]. These systems aim to identify items of interest for the entire group, ranging from restaurants and TV shows to music and movies. According to Zhang et al. [5], effectively tailored group recommendations can significantly enhance societal interactions. However, suggesting items that cater to the diverse needs of group members remains a challenge, particularly when the group comprises individuals with varying preference [6].

As movie streaming services become increasingly prevalent, there is a growing need for advanced recommender systems. Conventional collaborative filtering techniques predominantly center on individual preferences, potentially overlooking the nuances of group dynamics and shared interests. Acknowledging this shortfall, we aim to make a meaningful contribution by designing a recommender system centered around group dynamics, addressing the changing requirements of users participating in communal movie-watching activities. Matrix factorization (MF) emerges as a formidable technique in the domain of recommender systems. This study introduces a groundbreaking approach to a group movie recommender system utilizing MF-based collaborative filtering, aiming to overcome the limitations inherent in recommendation methods primarily focused on individual preferences. Notably, our study adopts the innovative strategy of incorporating aggregation models, wherein recommendations are not aggregated for individual users [7]. Instead, the approach constructs a comprehensive group preference model, often referred to as a group profile. This group profile is subsequently utilized to determine recommendations, offering a valuable framework in scenarios where group members need to collaboratively analyze, negotiate, and adapt their collective preferences [8].

Group recommender systems have been widely implemented across various domains, including travel suggestions [9, 10], news [11], music [12], books [13], [14], tourism [15], and more. One of the domains that GRS has been implemented in is the offline retail business [1]. This study aims to enhance a GRS by considering the number of recommendations and repeat purchases. It evaluates model performance using various metrics and proposes new evaluation measures, specifically targeting the novelty of the recommender. Another study venture focuses on developing a GRS for selecting tourist destinations tailored to the needs of each group member [3]. This system utilizes a Hybrid Filtering method that combines Collaborative Filtering with Knowledge-Based Filtering. In the academic realm, a study was dedicated to creating a recommender system to gather a panel of experts to evaluate a particular academic pursuit using Collaborative Filtering and Knowledge-Based Filtering [4].

Although many studies utilize MF methods in the scope of recommender systems, these studies focus on individual recommendations. There are many circumstances in which recommendations need to be given to a group of people. Therefore, we built a group recommender system by utilizing three MF methods (AF, BF, WBF) in GRS, to be applied to three different group sizes. This approach aims to address the limitations of individual-centric recommender approaches, introducing a novel dimension to the evolving landscape of recommender systems.

In this research, our primary aim is to introduce a group movie recommender system employing MF-based collaborative filtering integrated with an aggregation model. The focus of our study is the evaluation and comparison of the accuracy of our modified method in delivering pertinent movie recommendations for groups of users. By emphasizing these
objectives, we intend to make a meaningful contribution to the dynamic field of recommender systems, enhancing the personalized and enjoyable group movie-watching experiences for users.

2 Research Method

2.1 Dataset

We utilized the MovieLens-100K dataset obtained from the GroupLens website. This dataset comprises 100,000 ratings from 943 users on 1,682 films, with each user providing ratings for at least 20 films. Ratings are on a scale from 1 to 5, where higher values indicate a more positive evaluation. The dataset is tab-separated and lacks column names, necessitating preprocessing for the assignment of column names. We read and preprocess the dataset, providing column names such as 'user_id', 'item_id', 'rating', and 'timestamp'.

2.2 Group Parameters

Three MF methods, i.e., after factorization (AF), before factorization (BF), and weighted before factorization (WBF) applied in three different scenarios: when the group size is small, medium, and large. These groups are formed randomly from among the users in the MovieLens-100K dataset.

(a) Small group: Small groups consist of a limited number of members, which is 2 to 4 users.

(b) Medium group: Medium groups consist of a moderate number of members, which is 5 to 8 users.

(c) Large group: Large groups comprise a substantial number of members, which is 9 to 12 users.

2.3 Creating Group

In this study, we use a dataset that does not contain group preferences yet; hence, we model multiple (randomly generated) groups to generate recommendations that are more relevant to the collective characteristics and preferences of the group members. In the process of generating a group, it is essential to ensure that the items are substantial for effective testing, yielding optimal evaluation outcomes for each approach in this study. We set a testing threshold, referred to as a ‘testable threshold’ at 50, indicating that at least 50 movies in the test dataset must be rated by at least one member of the group. These groups are non-disjoint, allowing the same user to be part of multiple groups. Subsequently, these groups are classified into three categories: small groups (2-4 users), medium groups (5-8 users), and large groups (9-12 users). Throughout the group formation, our goal is to guarantee that the items possessed are sufficient for comprehensive testing, thereby obtaining optimal evaluation results for each approach in this study.
2.4 Collaborative Filtering

The collaborative filtering (CF) approach represents a method within recommender systems designed to predict the utility of items based on the viewing history of previous users. These algorithms leverage patterns in rating behaviors across multiple users to determine how to suggest items [16]. As outlined in a study [17], CF can be broadly categorized into two primary approaches. There are two main formulas utilized in the CF algorithm [18], as shown on (1) and (2).

(a) Similarity

\[ \text{sim}(a, b) = \frac{\sum_{s \in S_{ab}} r_{a,s} r_{b,s}}{\sqrt{\sum_{s \in S_{ab}} r_{a,s}^2} \sqrt{\sum_{s \in S_{ab}} r_{b,s}^2}} \]  

Where, \( \text{sim}(a, b) \) indicates the similarity value between user \( a \) and user \( b \), while \( r_{a,s} \) and \( r_{b,s} \) represent the rating values from user data with similar preferences.

(b) Rating Prediction

\[ r_{c,s} = k \sum_{c' \in C} \text{sim}(c, c') \times r_{c',s} \]  

In this context, \( r_{c,s} \) signifies the predicted value for the data to be rated, \( k \) is the resultant similarity value, \( \text{sim}(c, c') \) represents the similarity value between two users and \( r_{c',s} \) denotes the rating value in user data with similar preferences.

2.5 Matrix Factorization

Matrix factorization (MF) serves as a method employed in collaborative filtering to address issues of scalability and data sparsity [2, 19]. It is utilized to fill in the gaps or sparsely populated entries within a rating matrix. By estimating the missing values, personalized and accurate recommendations can be generated based on the similarity between users and items in latent factor space [2].

The procedure involves the training of the MF model, considering the training rating \( r_{u,i} \) assigned by user \( u \) to item \( i \). This rating serves as a pivotal element, with \( \mu \) denoting the average rating of the dataset, and \( \lambda \) acting as a parameter regulating the training procedure. After mastering the MF, predictions are generated for both individual users and groups, relying on factor vectors, biases, and other model parameters. Precisely, for the prediction of user \( u \) to item \( i \), a learned expression is applied. In the case of groups, additional factors and biases are computed, facilitating predictions for the entire group about a specific item [20]. Recommendations for the group are subsequently derived from the pool of unrated items, ensuring the alignment of predictions with the acquired insights of the model. As shown in Figure 1, this system takes the group size as input, generates random groups, and provides a movie recommender based on the group members’ biases. The different sizes of groups being considered are small (2-4 users), medium (5-8 users), and large (9-12 users). We use the following methods to implement this system.

(a) AF (after factorization): Figure 2 shows AF method on GRS. In the AF, the system initiates the factorization of the item-by-user matrix and calculates factors for each
user. Subsequently, it aggregates these factors to determine group factors for the user group. Group rankings are then computed using these group factors for each item, relying on factors and biases obtained from the factorization process.

(b) BF (before factorization): In the BF method, we collect user rankings before initiating the factorization on the ranking matrix as shown in Figure 3. We calculate group rankings by leveraging individual rankings from users within the group, treating the
group as a virtual user in this process. Subsequently, we employ ridge regression to obtain factors and biases for the group, encapsulating the fundamental concept of this approach.

Figure 3: GRS approach with MF method; BF.

(c) WBF (weighted BF): This method resembles the BF method but introduces weighting in the calculations. Figure 4 shows that each calculation assigns a weight to every item based on the number of users who have rated that item and the alignment of their ratings. These weights result in a variation of the gradient minimization function used, considering the weights in each calculation during optimization steps.

Figure 4: GRS approach with MF method; WBF.
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3 Result

In this section, we delve into the results of the experiment. First, we explore the outcomes of implementing the utilized approach. After providing recommendations, finally, we analyze the performance of the models by evaluating the system using precision and recall parameters for AF, BF, and WBF methods across various group sizes.

3.1 Proposed Approach Implementation

In MF, we implement SVD++ (Singular Value Decomposition) and SGD (Stochastic Gradient Descent) methods to decompose the user-item matrix into the user latency matrix and item latency matrix. The demonstration comprises only three iterations, as indicated in Table 1, resulting in a higher mean squared error (MSE) value. However, we conducted additional iterations to achieve a lower MSE for the results.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Training MSE</th>
<th>Test MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.810</td>
<td>1.045</td>
</tr>
<tr>
<td>1</td>
<td>0.755</td>
<td>0.990</td>
</tr>
<tr>
<td>2</td>
<td>0.726</td>
<td>0.973</td>
</tr>
</tbody>
</table>

Overall, the decreasing trend in both training and test MSE values across iterations is a positive sign, indicating that the model is learning and making better predictions with each iteration.

3.2 Evaluation Metrics

After providing recommendations, we evaluate to ensure the quality and performance of the system. We assess the three utilized methods, i.e., AF, BF, and WBF, using precision and recall parameters for each group size. To scrutinize the computed recommendation quality for user groups, we employ precision and recall for the defined group $G$ as outlined in (3) and (4).

$$\text{precision}_G = \frac{TP_G}{(TP_G \cup FP_G)}$$  \hspace{1cm} (3)

$$\text{recall}_G = \frac{TP_G}{T_G}$$ \hspace{1cm} (4)

Here, $TP_G$, $FP_G$, and $T_G$ represent the sets of true positive, false positive, and expected recommendation sets, as shown in (5), (6), and (7), respectively.

$$FP_G = \{ i \in R_G | \exists g \in G \text{ where } \hat{r}_{g,i} < 0 \}$$ \hspace{1cm} (5)

$$TP_G = \{ i \in R_G | \exists g \in G \text{ where } \hat{r}_{g,i} \neq \bullet \text{ and } \forall u \in G \hat{r}_{u,i} \neq \bullet \hat{r}_{u,i} \rightarrow 0 \}$$ \hspace{1cm} (6)

$$T_G = \{ i \in I | \exists g \in G \text{ where } \hat{r}_{g,i} \neq \bullet \text{ and } \forall u \in G \hat{r}_{u,i} \neq \bullet \hat{r}_{u,i} \rightarrow 0 \}$$ \hspace{1cm} (7)
Here, \( R_G \) signifies the collection of items suggested to group \( G \), while \( \hat{r}_{u,i} \) refers to the test rating assigned by user \( u \) for item \( i \). These test ratings are not employed in the recommendation computation stage. The parameter \( \theta \) is utilized as a threshold to ascertain whether a user expresses approval or disapproval of the item.

Simply put, we classify movie recommendations as positive if the test rating surpasses the user satisfaction threshold of 4 for all users in the group, with at least one user having a specified test rating (the test dataset is notably sparse). To assess performance, we implement all three methods (AF, BF, and WBF) on 50 randomly generated non-disjoint groups from users within the *Movielens-100K* dataset.

3.3 Evaluation Results

After evaluating the group movie recommender system, we obtained the evaluation results in terms of precision and recall parameters shown in Table 2 and Table 3, respectively.

<table>
<thead>
<tr>
<th>MF Method</th>
<th>Small (2-4 users)</th>
<th>Medium (5-8 users)</th>
<th>Large (9-12 users)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF Method</td>
<td>0.856</td>
<td>0.778</td>
<td>0.806</td>
</tr>
<tr>
<td>BF Method</td>
<td>0.551</td>
<td>0.805</td>
<td>0.741</td>
</tr>
<tr>
<td>WBF Method</td>
<td>0.630</td>
<td>0.645</td>
<td>0.754</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MF Method</th>
<th>Small (2-4 users)</th>
<th>Medium (5-8 users)</th>
<th>Large (9-12 users)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF Method</td>
<td>0.074</td>
<td>0.068</td>
<td>0.044</td>
</tr>
<tr>
<td>BF Method</td>
<td>0.027</td>
<td>0.026</td>
<td>0.036</td>
</tr>
<tr>
<td>WBF Method</td>
<td>0.033</td>
<td>0.025</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Based on the evaluation results in Table 2 and Table 3, it is evident that the AF method demonstrates the best performance for small groups comprising 2-4 users, followed by the WBF method. Here, the SGD method allows AF to iteratively optimize the factorized matrices, this can be attributed to the effective utilization of SVD, particularly AF, where the factorization process enhances the system’s ability to capture latent features and patterns within user-item interactions. Similarly, for large groups that consist of 9–12 users, AF continues to outperform both BF and WBF in providing recommendations.

In medium groups (5-8 users), the BF method performs superior accuracy and surpasses both AF and WBF. SVD applied to BF, then the SGD function used in BF contributes to its accuracy in scenarios involving 5-8 users. Increasing the size of medium groups should potentially enhance the success margin of BF even further.

The WBF method, in which each item is associated with weights that depend on the number of users who have watched it and how similar their ratings are, introduces a distinct SGD minimization function. Based on the evaluation results, WBF performs worse than AF and BF for all three group sizes.
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4 Discussion

Overall, AF demonstrates superior performance in precision parameters, achieving the highest score of 0.86 in small groups (2-4 users). Subsequently, the BF method surpasses both AF and WBF in precision parameters for medium groups (5-8 users) with a score of 0.81 and reports better accuracy, which is shown in Figure 5.

![Figure 5: Performance comparison of the precision parameter.](image)

Increasing the group size to a larger scale has the potential to significantly strengthen the success margin of the BF method. The BF method, which is characterized by applying singular value decomposition (SVD) in BF, has shown remarkable accuracy, especially in medium groups. With the anticipation that the success of BF is likely to expand as group size increases, larger group settings offer a broader set of user data, allowing the method to utilize a richer set of latent factors.

![Figure 6: Performance comparison of recall parameter.](image)

We observe that even in terms of recall, which is shown in Figure 6, AF outperforms both BF and WBF methods. Based on the results of the precision and recall values of the model in evaluating the recommender provided by the system to user groups, we note that the WBF method, which incorporates a weighting mechanism, showed lower performance compared to the AF and BF methods across all three group sizes. Nevertheless, it is essential to note that the overall recall values for all three methods remain relatively low.
could be attributed to the highly sparse dataset, where numerous films in our recommender lack rating data for any group member in the dataset (given that we only report the top 50 recommendations per group in this study). Consequently, we are unable to compute precision or recall for these films, as we cannot determine whether to interpret them as positive or negative matches. In summary, our total set of True Positives is unknown due to the sparsity of data.

The study by Ortega et al., reports much better results for BF and WBF with small and large groups. This could be due to the datasets used are different. The authors used the MovieLens-1MB dataset while we used the MovieLens-100K dataset. The author mentions that when the data is small, AF works quite well, as it did on our Movielens-100 K dataset. As the data grows, more data is involved in the group recommendation process and the AF method does not work as well. Virtual users are a better representation for user groups than user factor aggregation in this case. Both BF and WBF provide better recommendations for non-sparse datasets.

5 Conclusion

In this study, we built a group recommender system (GRS) using matrix factorization (MF) based collaborative filtering with an aggregation model. We use the MovieLens-100K dataset sourced from the GroupLens website to implement these three MF methods, i.e., AF, BF, and WBF to the three different group categories. These groups consist of varying numbers of members, which are small groups comprising 2-4 users, medium groups consisting of 5-8 users, and large groups accommodating 9-12 users. We compared the methods to determine the most accurate one for each group. Based on the experiments, the AF method is to outperform the BF and WBF methods in terms of accuracy, both for small and large groups. This can be seen from the precision and recall values which tend to be higher. Meanwhile, the BF method outperforms the AF and WBF methods in terms of precision for medium groups. The accuracy of GRS with MF-based CF, particularly in the AF method in smaller groups can be attributed to the model’s ability to capture preferences in limited user space, resulting in more accurate and personalized recommendations on a group basis. However, we note that the collective recall values across the three methods persistently exhibit a state of relatively low value. This could be attributed to the highly sparse dataset, where numerous films in our recommender lack rating data for any group member in the dataset (given that we only report the top 50 recommendations per group in this study).
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