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Abstract: The rampant spread of hoax news in social media, especially in the political
domain, poses a significant challenge that requires immediate attention. To address this is-
sue, automatic hoax news detection using machine learning-based artificial intelligence has
emerged as a promising approach. With the approaching presidential election in Indone-
sia in 2024, the need for effective detection methods becomes even more pressing. This
research proposed an efficient deep-learning model for detecting political hoax news on
Indonesian social media. Word2vec feature representation and three deep learning models
- LSTM, CNN, and Hybrid CNN-LSTM - are evaluated to determine the most effective ap-
proach. Experimental results revealed that the CNN-LSTM hybrid model outperforms the
others, achieving an accuracy of 96% in detecting hoax news on Indonesian social media in
the political domain. By leveraging state-of-the-art deep learning techniques, particularly
the CNN-LSTM hybrid model, this study contributed to advancing hoax news detection
in Indonesia’s political landscape. The findings underscore the importance of utilizing
sophisticated machine-learning methods to combat the spread of misinformation, particu-
larly during crucial political events such as elections.
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1 Introduction

The trend of employing social media for political purposes has witnessed rapid growth in
recent years. Social media has become a potent platform for politicians and candidates,
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enabling direct communication with their constituents and support base. As the popula-
tion of social media users continues to expand, politicians can now engage with a broader
and more diverse audience than ever before. They leverage features such as live uploads,
videos, and stories to disseminate their political messages in real time, stimulate discourse,
and mobilize support.

In the forthcoming years, it is projected that the utilization of social media for political
endeavors will persist in its ascent, mirroring advancements in technology and shifts in
voter behavior. Politicians and political parties must continually adapt to this evolving
landscape, recognizing the paramount significance of effective digital communication. Si-
multaneously, voters are anticipated to become increasingly discerning in evaluating the
information they encounter via social media. This heightened scrutiny is essential for
making informed political decisions amid the proliferation of fake news and unverified
information. Consequently, new challenges arise in ensuring the accuracy and veracity of
political information propagated through social media channels.

Researchers have shown keen interest in addressing these challenges, focusing on iden-
tifying hoax news across various social media platforms. Researchers have employed di-
verse sources of social media datasets in their investigations. Several notable examples of
research in this domain have explored the issue of fake news on popular platforms such as
Facebook [1-5] , Twitter [2,6-9], Instagram [2] and web-news based [10-14].

Hoax detection can be categorized as one of the research applications in text classifica-
tion. One method that is superior in text classification is deep learning. One of the strengths
of deep learning is that it has automatic feature representation, such as Word2Vec [15] and
FastText [16], which enables the formation of highly abstract and complex feature repre-
sentations from text.

Deep learning can recognize complex patterns and relationships in text. [17,18]. This
includes an understanding of the meaning of words in context, the relationship between
words, phrases, and sentences, or shades in language that are often difficult to pick up by
other methods [19]. Deep learning architectures, such as convolutional neural networks
(CNNSs) and recurrent neural networks (RNNSs), also enable a good understanding of the
hierarchy of information in text.

There is quite a lot of research in identifying hoax news worldwide. Exploration results
from papers in several international reputable databases such as Scopus, Science-Direct,
IEEE, and ACM Digital Library obtained data that thousands of papers discuss the topic of
hoax or fake news from social media data. In contrast, research on identifying hoax news
in Indonesia is quite rare. The use of certain aspects of language, such as syntax, polite-
ness [20-22], will make hoaxes in news between one language and another have different
characteristics.

The majority of approaches used in identifying hoax news in Indonesian are based on
traditional machine learning such as support vector machines (SVM), naive Bayes, apriori-
random forest, K-NN (nearest neighbors), and others [23-25]. The use of a combined apri-
ori and random forest algorithm in [23], was claimed to facilitate researchers in analyzing
and evaluating the results of the hoax information detection system obtained. The accuracy
results are claimed to be very high, but if we look further, these results are not supported by
adequate experiments and good evaluation processes. In hoax news detection, the use of
the random forest method outperforms several other classifiers such as gradient boosting,
SVM, SGD, AdaBoost, and decision tree [24]. Although random forest performs better than
other methods, the results of this research cannot be used as a firm reference because the
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size of the dataset used in the research is tiny, below 500 records. Using K-NN combined
with term document matrix (IDM) in detecting hoax news by [25] also claimed to provide
relatively good results. This model has the advantage of a low computation rate. Similar
to previous research, this study also uses a small amount of data.

For deep learning-based approaches with Indonesian datasets, only a few studies have
been recorded where the method used is long short-term memory (LSTM) [15] and multi-
layer perceptron (MLP) [26]. Regarding the hoax topics studied, the majority of the topics
are related to COVID-19, while the other topics are general. Using the LSTM method of
Indonesian news hoax detection by [15], shows that the accuracy obtained is relatively
good, almost reaching 90% with sufficient data. However, the results” accuracy still has the
potential to be improved again to more than 90%. Many studies related to the development
of LSTM methods in text classification research have the potential to provide better results
in hoax detection, such as gated recurrent unit (GRU), Bi-LSTM, and hybrid LSTM.

Given the absence of prior research addressing this specific political context, our study
assesses two deep learning models renowned for their superior performance in text clas-
sification: LSTM and CNN. The LSTM method has the advantage of understanding data
with long-term dependencies on sequential data, which is a weakness of CNN. CNN has
the advantage of detecting local patterns and can perform parallel processing on high-
dimensional data. Compared to CNN, LSTM is computationally heavier and more prone
to overfitting. Combining these two methods is expected to obtain a combined classifier
model superior to the individual models.

A hybrid model, LSTM-CNN, is also tested to determine the most effective deep learn-
ing model for identifying political hoax news. Several preprocessing steps, such as stop-
word removal and stemming, have been executed, necessitating the utilization of dedicated
tools for the Indonesian language. It is noteworthy that the focus on the Indonesian lan-
guage’s political sphere in the context of hoax identification represents a relatively novel
area of inquiry in Indonesia.

This research contributes in two significant ways: First, it yields a more robust deep
learning model for detecting political hoax news within Indonesian-language social media.
Second, it generates a corpus of hoax news specific to the political domain in the context
of Indonesian-language social media, further enriching the understanding of this pressing
issue.

2 Research Method

2.1 Dataset Collection

The dataset used in this research was collected from the social media Twitter (currently
renamed X [27]) with the dataset collection period from December 2022 - March 2023.
The keywords used were the names of potential 2024 presidential candidates in Indone-
sia: Prabowo, Ganjar, and Anies. These keywords were chosen because, before the presi-
dential election in Indonesia in 2024, there would usually be a lot of hoax news aimed at
attacking presidential candidates from the opposing camp. The initial number of datasets
was around 12 thousand news data, and the data taken was from the prominent tweets that
contained truth values. After data preprocessing and balancing, the number of data labeled
hoax and non-hoax is 5,395 each. Data was labeled as a hoax if it contained information that
was not true or not based on facts; otherwise, it would be categorized as non-hoax. Data
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labeling was performed by three people, and when different labeling occurs, the labeling
process is carried out using majority voting. The labelers were bachelor’s degree graduates
in computer science. Examples of hoax-labeled data can be seen in Table 1. As can be
seen in the data examples in Table 1, the use of language in Twitter social media (X) looks
informal, contains many abbreviations, and the content is partly in the form of sarcasm or
insults

Table 1: Example hoax data on Twitter (X)
Example Hoax Tweet (X)

& Post

Keciduk kapal perang sewaan ¢J ¢2 @prabowo

. VivaCoid & @VIVAcoid - Jan 8
Berkat Kapal Perang AS, Kapal China Kabur Usai Patroli di Ladang Gas RI
dlvr.it/SgXhTD

caught on a chartered warship
This post states that the patrol boat is a chartered boat. In fact, there is no official
news stating this.

« Post

e little garden
alittleg83443669

lya salah, beras aja yg dki diumpetin, yg propinsi lain dibagiin

9:47 PM - Mar 12, 2023 - 241 View

yes, it’s wrong that DKI rice is lumped in which other provinces are shared
This relates to the case of rice distribution in DKI Jakarta during the Covid-19
pandemic, some of which was not distributed because it was damaged. In fact,
this rice was not intentionally stored by the government.

<« Post

4 % NiNG garis tengah
6,‘ @FayaAtika
Ini pasti waktu anies mabuk kencing onta..

Translate post

This must be when anies was drunk on camel piss
This sentence is a type of insulting sentence and in fact: this is not happening.

2.2 Preprocessing and Labelling

The raw dataset obtained then entered the preprocessing stage, which included case fold-
ing, tokenization, stopword removal, stemming, cleaning from duplicates, and cleaning
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against null data rows. Case folding was changing the font type to be in the form of all
lowercase letters. This was done so that features with the same meaning but presented
in different fonts were still considered the same feature. In addition to strengthening a
particular word feature, this process could reduce the number of word features extracted.
Tokenization was conducted to break the sentence into word tokens. Next, the Stopword
removal process was carried out, which was a process to eliminate words that were con-
sidered unimportant. The stopword dictionary used in this research was based on the
stopword dictionary in the Natural Language Toolkit (NLTK) library developed by a com-
munity of researchers in the field of natural language processing (NLP). The next step was
stemming, which removed prefixes and suffixes from a word into its basic form (root word).
The goal was to produce a more general form of words in the text so that words that vary
could be considered the same. The stemming process was performed for the Indonesian
dataset used in this research using the Sastrawi library [28] a simple Python library that
converted Indonesian words to their base form.

2.3 Deep Learning Model

This research utilized three deep learning architectures: LSTM, CNN, and the CNN-LSTM
Hybrid model. Prior to delving into the detailed discussion of the social media hoax news
classification process, let us first explore each of these deep learning models.

24 LSTM Model

The first architecture was LSTM, which was used by [15] in news hoax detection on web-
sites. The method in the study was the baseline of this research. LSTM is a type of artificial
neural network architecture that belongs to the recurrent neural networks (RNN) category.
LSTM was developed to address the problem of long-term dependencies in sequence data
and is particularly effective in natural language processing, speech recognition, and time
series modeling tasks.

LSTMs had memory units called "memory cells" that keep information from previous
inputs over multiple time steps. This allowed them to overcome the memory problems
commonly encountered in conventional RNNs. LSTMs had three main gates [29]:

1. Forget Gate: This gate decides which information should be removed from the mem-
ory cell. This helps in coping with distance length changes in the data.

2. Input Gate: This gate decided which information should be added to the memory cell
based on the current input.

3. Output Gate: This gate generated the output based on the memory cell that has been
updated and the current input.

The combination of these gates allowed the LSTM to manage and process sequences
of data well, which made it very useful in NLP tasks such as text classification, sentiment
analysis, and text generation.

2.5 CNN Model

Another deep learning architecture under consideration was CNN, which drew inspira-
tion from the human brain’s visual information processing mechanisms. CNNs feature
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convolutional layers designed to extract local features from input data. These layered in-
corporate convolution kernels or filters to identify patterns and features within the data.
Pooling layers were also employed to reduce data dimensionality and eliminate less signif-
icant features, enabling CNNs to automatically extract essential features from data, mak-
ing them particularly adept in image recognition tasks. In the context of Text Classification,
CNNs were adapted with slight modifications. After converting data into text vectors using
Word2Vec, a padding process was performed to standardize text length by adding padding
tokens (0 tokens) to achieve uniformity [30]. A typical CNN model had the following com-
ponents [31]:

1. Convolutional Layer
The convolutional layer is the core component in CNN that serves to extract features
from the input data.
2. Pooling Layer
This layer is used to reduce the data dimension and eliminate less important features.
3. Hidden Layers
The results of the previous 2 layers then go into additional hidden layers, such as the
Dense layer commonly used in neural networks.
4. Output Layer
The output layer is the last layer in the CNN model that produces a prediction or
output.

2.6 CNN-LSTM Hybrid Model

This study’s third deep learning architecture combined the strengths of CNN’s spatial fea-
ture recognition with LSTM’s sequence and context understanding capabilities. This hy-
brid model was constructed in the following manner.

1. Input Layer
The input layer received the sequential input data, which, in the case of text classifi-
cation, consisted of word embeddings or word vectors representing the words in the
text.

2. Initial Feature Extraction with CNN
CNN was used as the first layer to retrieve local features from the text. This meant
the text would be divided into small parts, and features such as word patterns or sub-
words would be extracted from each. The feature map generated by the convolution
and pooling layers of the CNN would be the initial representation of the text.

3. Max Pooling Layer
The max pooling layer downsampled the feature maps obtained from the convolu-
tional layers by selecting the maximum value within each region of the feature map.
This helped in reducing the dimensionality of the feature maps while retaining the
most critical information.

4. LSTM Layer for Sequence Understanding
The resulting feature map from the CNN was loaded into the LSTM layer. The LSTM
helped to understand the sequence of words in the text and process them in context.
LSTMs had memory cells that allowed them to maintain information from previous
inputs in the text sequence, which was helpful in overcoming the problem of remote
dependency in the text sequence.
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Fully Connected Layers

The output of the LSTM layer was flattened or pooled and then fed into one or more
fully connected layers. These fully connected layers perform classification based on
the learned features from the input text. They mappeda the features to the output
classes using activation functions such as softmax for multi-class classification.
Output Layer

The output layer produced the final classification output, which could be the pre-
dicted class label or a probability distribution over the classes.

Hoax News Identification using Deep Learning

The hoax news identification process stages were carried out by classifying hoax news
using deep learning. The stages were as follows:

1.

Text Vectorization

The text dataset was converted into a vector representation using Word2Vec (in this
research, one word was explored by embedding technique, word2vec) so that it could
be used as input for the LSTM model.

Data Splitting

The dataset was divided into 2, namely training data and testing data with the com-
position of train data: test data was 90: 10.

CNN Modeling

¢ Convolutional Layer: extracted features from input data using Word2Vec.

¢ Pooling Layer: Reduced or eliminated less important features using Max Pool-
ing.

¢ Hidden Layers: using fully connected architecture

¢ Output Layers using softmax activation function

LSTM Modeling;:
The LSTM model built has the following layers structure:

¢ Input Layer: text sequence vector based on text dataset using word2vec.
* Hidden layers using fully connected layers.
¢ Output Layers using softmax activation function

CNN-LSTM Hybrid Modeling

* Process the dataset until a feature map was formed using Convolutional and
pooling layers in the CNN architecture.

* Processing the feature map resulting from CNN modeling to the hidden and
output layers of LSTM

¢ CNN-LSTM hybrid model architecture, can be seen in Figure 1.

Model Training and Hyperparameter Tuning The optimal learning rate for training
the CNN-LSTM model in this research was determined by hyperparameter tuning,
where different learning rates were tried and evaluated on the validation set. The
hyperparameter tuning of CNN-LSTM models was optimized using the Adam al-
gorithm. Adam optimization was a stochastic gradient descent method based on
adaptive estimation of first-order and second-order moments.

Model Evaluation

The LSTM model evaluation process used a 10-cross validation mechanism where
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Dataset Text
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Word2Vec Max Pooling
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Figure 1: Architecture of hybrid deep learning model (CNN-LSTM) for hoax news detec-
tion on political Indonesian social media.

the data would be split into ten equal-sized subsets called folds. The dataset was ran-
domly divided into ten disjoint subsets of approximately equal size. Each subset con-
tained an equal proportion of samples from the original dataset. The cross-validation
process was repeated ten times, each iteration using a different fold as the test set and
the remaining nine as the training set. For each iteration, the model was trained on
the training set (9 folds) and evaluated on the test set (1 fold).
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3 Result

We conducted training sessions for three deep learning models: LSTM, CNN, and a Hybrid
CNN-LSTM model, each for ten epochs. We evaluated their performance and present the
results in Table 2. In this experiment, it can be shown that on ten fold data, the majority of
the CNN-LSTM hybrid model is superior to other deep learning models (based on accuracy
in test data).

Table 2: Hoax classification accuracy for various epoch values

Model Accuracy
epoch LSTM CNN Hybrid
train test train test train test
1 0.703 0.735 0.611 0.784 0.610 0.810
2 0.800 0.817 0.765 0.888 0.770 0.904
3 0.857 0.848 0.857 0.924 0.869 0.941
4 0.898 0.851 0.882 0.935 0.894 0.938
5 0.914 0.850 0.912 0.954 0.904 0.950
6 0.932 0.898 0.919 0.950 0.929 0.958
7 0.937 0.900 0.923 0.956 0.930 0.953
8 0.953 0.909 0.936 0.955 0.935 0.954
9 0.952 0.905 0.942 0.956 0.934 0.962
10 0.956 0.882 0.937 0.965 0.944 0.968

The accuracy assessment of hoax news classification in the political domain using the
LSTM model is depicted in Figure 2. Initially, during the first epoch, both the training
and validation accuracies were relatively low, hovering around 70%. Subsequently, the
accuracy of the training steadily increased with each epoch until the 10th. However, the
validation accuracy plateaued at the eighth epoch, reaching a maximum of 90.8%. This
observation implies that the optimal epoch count for the LSTM model is 8, achieving a test
data accuracy of 90.8%. The accuracy patterns for training and validation data are graph-
ically illustrated in Figure 2, further highlighting the optimal performance at the eighth
epoch, where the validation accuracy reached approximately 90.9%.

Turning to the CNN model in Figure 3, training and test accuracies were lower in the ini-
tial epoch than LSTM, at approximately 60%. However, the training accuracy consistently
increased and peaked at the ninth epoch, coinciding with a test data accuracy of 95.6%. No-
tably, the CNN model demonstrated a more stable accuracy pattern, with training accuracy
closely matching test accuracy starting from the fifth epoch.

Hybrid CNN-LSTM model performance was quite similar to the CNN model; in the
first epoch, the training and test accuracies were around 60%, lower than the LSTM model.
Nevertheless, the training accuracy exhibited steady growth, culminating at the 10th epoch
with a remarkable test data accuracy of 96.7%. This value represented the highest accuracy
among the three models. The accuracy pattern of the Hybrid CNN-LSTM model in Fig-
ure 4 is characterized by its consistency, as both training and validation accuracies steadily
increased, peaking at the 10th epoch.
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Figure 2: Accuracy pattern of LSTM model for various epoch values.
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Figure 3: Accuracy pattern of CNN Model for various epoch values.

4 Discussion

Compared to the other two models, the Hybrid CNN-LSTM model achieved the highest
training data accuracy with an optimal epoch count of 10, resulting in an accuracy of 96.7%.
Based on the achieved accuracy values, it can be inferred that the CNN-LSTM hybrid model
was the most optimal deep learning model for detecting political hoax news on social me-
dia. Notably, this model exhibits significantly superior accuracy performance compared to
the LSTM model, which had previously been employed in hoax news detection research in
Indonesia. However, the performance gain was relatively small if the CNN-LSTM hybrid
model was compared to the CNN model alone. Even so, it was still concluded that the
CNN-LSTM hybrid model was still the best deep learning model in this case. From these
results, it could be concluded that the output of the convolution layers of the CNN model
would provide more optimal results if processed using the LSTM model than processed
on fully connected layers as in the full CNN model. It is important to note that the dataset
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Figure 4: Accuracy pattern of hybrid CNN-LSTM for various epoch values.

used for this study was sourced from social media, and the news content was specific to the
political domain, distinguishing it from prior research that employed more general datasets
and non-social media sources.

5 Conclusion

This research is centered around detecting political hoax news circulating on Indonesian
social media platforms, which has seen limited exploration with Indonesian language
datasets thus far. The unique characteristics of news dissemination on websites and so-
cial media, coupled with the distinct attributes of political hoaxes, set this research apart
from previous investigations.

In this study, we adopted a deep learning-based approach, specifically LSTM, as the
baseline method. This LSTM method was initially designed to detect hoax news within
the context of website news, addressing a more diverse set of cases. Consequently, we
evaluated three deep learning models for identifying political hoax news within Indonesian
social media data: LSTM, CNN, and a CNN-LSTM hybrid model. We aimed to identify the
most effective and efficient deep learning model for detecting political hoax news within
social media.

The experimental results consistently indicate that the CNN-LSTM hybrid model out-
performs both the LSTM and CNN models regarding accuracy and stability. The CNN
model, which draws inspiration from deep learning techniques initially designed for im-
age data classification, also demonstrates superior performance compared to LSTM, the
baseline method utilized in this study. Notably, the CNN-LSTM hybrid model attains the
highest accuracy, reaching an impressive 96%, signifying a significant improvement over
the LSTM baseline model, which achieves an accuracy of 91%.
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