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Abstract:
This research compares the performance of the Faster R-CNN algorithm, utilizing the

ResNet-50 architecture, with YOLOv5 in recognizing rupiah banknotes. A dataset compris-
ing 1120 images from 8 different classes was used for training and evaluation. The results
indicate that the YOLOv5 model trained on RGB data achieved the highest accuracy of 1.
In comparison, other models—YOLOv5 with HSV, Faster R-CNN with RGB, and Faster
R-CNN with HSV—attained accuracies of 0.986, 0.875, and 0.821, respectively. The best-
performing model demonstrated excellent capability in predicting the correct labels and ac-
curately placing bounding boxes on the test images. This study provides valuable insights
that can be utilized in the future development of systems designed for the recognition of
rupiah banknotes, contributing to advancements in automated financial transactions.

Keywords: Faster R-CNN, Object detection, ResNet-50, Rupiah Banknotes, YOLOv5

1 Introduction

The usage of banknotes for physical transactions has become essential since everyone can
fulfil their daily needs with money in the form of banknotes such as food, drinks, clothing,
and shelter [1]. Money is used as a conventional transaction tool for buying and selling
between people and to carry out transactions between humans and machines. One of the
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conveniences that the public can feel is the existence of technology or systems that can rec-
ognize the nominal value of banknotes [2]. Therefore, we need a technology to differentiate
banknotes based on their nominal value. One that can be used is Object Detection.

The use of object detection has increased in recent years. Object detection gives comput-
ers the ability to recognize many things in input, such as images, videos, and similar forms
of images [3]. This technology can assist navigation because its function is similar to the
human vision system [4]. Some techniques commonly used for object detection are Faster
R-CNN and YOLO. In this paper, we compare YOLOv5 and Faster R-CNN with ResNet50
to detect the Indonesia Rupiah banknotes.

Faster R-CNN is a machine object detection method where object recognition is done
by looking for the characteristics of the object in the image. Faster R-CNN has advantages
over its predecessor algorithms, primarily because it no longer uses selective search. In-
stead, it employs Region Proposal Network (RPN), which creates a region proposals more
quickly, reducing computing time. This search is performed through layers, as in neu-
ral networks through a convolution process or Convolutional Neural Network (CNN) [5].
However, CNN architectures often suffer from vanishing gradients, where the gradient of
the loss function decreases to near zero, hindering convergence [6]. ResNet (Residual Net-
work) architecture, introduced by Kaiming He, overcomes this problem with skip connec-
tions, batch normalization, and the elimination of the fully connected layer at the end [7].
ResNet’s method effectively counters vanishing gradients, maintaining performance even
as the architecture deepens [8]. Nevertheless, more than Faster R-CNN is required for
object detection tasks; a more responsive and efficient method, such as YOLO, is needed.

YOLO (You Only Look Once) is a unified, real-time object detection system that predicts
bounding boxes and class probabilities directly from full images in a single evaluation [9].
YOLO divides the input image into several boxes and predicts each bounding box and its
probability [10], making it more efficient and effective in object detection.

Several related studies concerning Faster R-CNN, YOLO, and object detection on rupiah
banknotes exist. The first research, "Implementation of the Faster Region Convolutional
Neural Network (Faster R-CNN) Method for Recognizing Lovebird Types," conducted by
Fino Charli et al. in 2020 [11], used a dataset of 808 lovebird images across 8 classes. The
results showed a model accuracy of 78% to 99%, demonstrating the efficacy of the Faster
R-CNN method for image prediction.

The second study, "Implementation of Deep Learning Using the Convolutional Neu-
ral Network Method and the YOLO Algorithm in the Rupiah Banknote Detection System
for People with Low Vision," by Kevin Maulana Azhar et al. in 2021 [12], used the Dark-
net framework with the YOLO algorithm to detect rupiah banknote images. The dataset
consisted of 1400 images of 2016 emission banknotes across 14 classes, divided into train,
validation, and test sets with a 70:20:10 ratio. The model achieved an mAP value of 88%
with a detection response time of 1.28 seconds.

The third study, "Detecting the Amount of Money in Images Using Convolutional Neu-
ral Network: Integration of Image Pre-Processing Methods and CNN-Based Classification,"
conducted by Muhamad Malik Ibrahim et al. in 2023 [13], used a dataset of 1076 images
across 8 classes with the MobileNetV2 architecture. The results showed sequential prob-
abilities in the IDR 1.000, IDR 2.000, IDR 5.000, IDR 10.000, IDR 20.000, IDR 50.000, IDR
75.000, IDR 100.000 classes of 20%, 10%, 70%, 50%, 40%, 100%, 80%, 90%.

Based on the background explained above, Faster R-CNN, especially with the ResNet-
50 architecture, offers significant advantages in overcoming vanishing gradients. However,
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a more efficient method, such as YOLOv5, is needed for real-time object detection. In pre-
vious studies, the YOLO model was only trained on the 2016 emission Rupiah banknote
dataset, while currently, there is already money for the 2022 emission. In previous stud-
ies using the MobileNetV2 architecture, only classification tasks were performed without
object detection, which is less applicable. Therefore, this study aims to:

1. Implement the Faster R-CNN with ResNet-50 and YOLOv5 algorithms to identify
rupiah banknotes with datasets, including the 2016 and 2022 emissions.

2. Measure the model’s performance between the Faster R-CNN with ResNet-50 and
YOLOv5 algorithms in identifying rupiah banknotes.

2 Research Method

2.1 Research Flowchart

In compiling this research, several steps must be followed. Figure 1 shows the research
flowchart used in compiling the report.

2.2 Dataset

The author carried out data collection using secondary data sourced from the kaggle.com
website called rupiah banknotes [14]. This dataset consists of 30 classes consisting of var-
ious nominal rupiah banknotes ranging from IDR 1,000 to IDR 100,000 and an additional
nominal value of IDR 75,000 for the 2020 issue. The total data used was 1120 images, which
were divided into 8 different classes.

2.3 Data Preprocessing

At the preprocessing stage, the obtained data is processed more systematically so that it
can be used optimally during data training. After the data is obtained, the next step is to
annotate it. Data annotation is done by placing a bounding box on the banknote object
in the image. The author uses the platform Computer Vision Annotation Tools (CVAT)
as shown on Figure 2. Annotated data is saved with the .xml extension in PASCAL VOC
format for the Faster R-CNN model and YOLO txt for the YOLOv5 model.

After annotation, the data is divided into train data and test data with a ratio of 80:20.
The next stage is carrying out preprocessing, such as various combination schemes to
change the image’s colour. Two colour change schemes are used in this research, namely
RGB data and HSV data combined with HOG.

2.3.1 Histogram of Oriented Gradient (HOG)

A histogram of Oriented Gradients (HOG) is a feature extraction technique in image pro-
cessing that groups pixel gradient values according to the orientation of each local part of
the image. The appearance and shape of local objects can often be characterized quite well
by the distribution of local intensity gradients or edge directions, even though the exact
position of the corresponding gradients or edges is not known [15].
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Figure 1: Research flowchart.

Figure 2: Data annotation using CVAT.
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2.4 Model Design

This research compares two models, Faster R-CNN ResNet-50 and YOLOv5 on the Indone-
sia Rupiah banknotes.

2.4.1 Faster R-CNN

Faster Region Convolutional Neural Network co, commonly called Faster R-CNN, is an
object detection algorithm that is a refinement of the previous method, namely R-CNN and
also Fast R-CNN, which in this method uses Selective Search as a form of input that will
be processed in CNN. Selective search found obstacles that could hinder the computing
process, which took longer [16]. In the Faster R-CNN method, the role of selective search is
replaced by utilizing the Region Proposal Network (RPN). The following is the architecture
of Faster R-CNN. Figure 3 shows the architecture of Faster R-CNN [17].

Figure 3: Faster R-CNN architecture.

Region Proposal Network is a critical element of the Faster R-CNN network. The pri-
mary function of RPN is to predict proposals for regions that potentially contain objects in
the input image. The result of the RPN is a list of regional proposals, which are then used
by the object detection component in Faster R-CNN to classify and identify objects in the
image. The proposals produced by RPN are then compared with those of the Ground Truth
Box.

2.4.2 ResNet-50

ResNet is an architecture built by Kaiming He et al., who won first place in the 2015 ILSVRC
competition [18]. ResNet is a CNN architecture known to have good accuracy because it
uses a different method from previous CNN architectures, namely residual blocks and skip
connections [19]. The ResNet architecture has many versions, one of which is ResNet-50.
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ResNet applies the skip connection concept, where the features that are the input of the
previous layer are also used as input for the output of that layer [20]. Figure 4 is the general
architecture of ResNet-50 [18].

Figure 4: ResNet-50 architecture.

Figure 4 shows the ResNet 50 architecture, which begins with an input layer with 7x7
Convolution and 64 Filters. It uses a large 7x7 filter to extract basic features. ResNet-50
consists of a series of residual blocks, each with a set of convolutional layers. After the
residual blocks, the architecture includes a fully connected (FC) layer.

2.4.3 YOLOv5

YOLO (You Only Look Once) is the first single-stage object detection algorithm proposed
by Redmon J. This algorithm eliminates the candidate box extraction step in a two-stage
algorithm and combines bounding boxes and classification into a regression problem [21].
YOLOv5 is a version of YOLO that was published in 2020. YOLOv5 primarily depends on
deep CNN structure, which is skilled at locating objects in images. The set of rules uses a
single neural network to expect item bordering and class probabilities. This differs from
traditional object detection algorithms that require more than one level to detect objects,
making YOLOv5 quicker and more accurate than conventional algorithms [22]. Figure 5
shows architecture of YOLOv5.

2.5 Model Training

Training data in this research was carried out to train the model designed in the previous
stage. The model is trained to recognize and differentiate images of rupiah banknotes. The
model in the train dataset process is targeted to produce a good model with the lowest
possible loss value and the highest possible accuracy value to recognize objects well.

2.6 Evaluation Methods

2.6.1 Negative Log Likelihood (NLL)

Negative Log-likelihood is a loss metric that measures how well a model predicts data dis-
tribution. This metric is calculated by summing the log-likelihood of the observed data
probabilities, where the probability is calculated based on the model predictions. The
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Figure 5: YOLOv5 architecture [23].

smaller the NLL value, the better the model predicts the data distribution [24]. NLL is
calculated using the Eq. 1

l(θ) = −
n∑

i=1

(yi log ŷθ,i + (1− yi) log(1− ŷθ,i)) (1)

2.6.2 Confusion Matrix

A confusion matrix is a table that shows the performance of an algorithm, mainly how well
it performs in classifying [25]. In this research, the confusion matrix as in Table 1 used
includes accuracy, precision, recall, and F1 score.

Table 1: Confusion matrix
Predicted Class 1 Predicted Class 2

Ground Truth Class 1 TP FN
Ground Truth Class 2 FP TN

Accuracy =
TP + TN

TP+ TN+ FP + FN
(2)

Precision =
TP

TP + FP
(3)

Recall =
TP

TN+ FP
(4)
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F1− Score =
2× Recall× Precision

Recall + Precision
(5)

3 Results

3.1 Preprocessing

1. Train and Test Data Split Datasets previously annotated in PASCAL VOC format were
converted into data frames to make the process easier to use. Table 2 is a sample of
the dataset used. In the table above, the total number of datasets used is 1120. The

Table 2: Dataset sample
filename name xmin ymin xmax ymax

0 rupiah-banknnotes/1000/0.jpg 1000 10.87 31.92 219.21 148.48
1 rupiah-banknotes/1000/1.jpg 1000 14.78 34.53 216.16 147.18
2 rupiah-banknotes/1000/2.jpg 1000 9.24 59.44 214.03 180.86

"filename" column is the address of the image, which will later be used to retrieve
images during the preprocessing process. The "width" and "height" columns are the
width and length measurements where all images are 224x224, corresponding to the
input image desired by the Faster R-CNN model. The "name" column is the class label
of each image. The columns "xmin", "ymin", "xmax," and "ymax" are the coordinates
of the bounding box, which has previously been annotated on the image. We can use
the YOLO *.txt format directly in the data loader.

Table 3: Annotation format on YOLO txt
label xmin ymin xmax ymax
0 0.483795 0.498371 0.946607 0.521027

2. Image Normalization The next preprocessing step after dividing the dataset is nor-
malizing the data. The goal of data normalization is to change the pixel values in
the image uniformly. This process can improve model performance in the training
process. The normalization carried out in this research involves changing the pixel
values, which originally had a range of 0-255, to a range of 0-1. There are various
ways to carry out normalization.

3. Color Change Scheme The following preprocessing stage applied in this research in-
volves several colour change schemes. The purpose of using multiple schemes is to
see which preprocessing is better for the model in this research. There are two color
change schemes used, including:

(a) Uses RGB image format The first color change scheme uses the RGB image for-
mat. The data used in this scheme is the same image as the normalization results.
Data that has previously been normalized will be trained in the model.

(b) Change the image format to HSV with HOG
The second color change scheme is to change the image color format from RGB
to HSV with HOG. Hue Saturation Value (HSV) is carried out to convert images
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so that they can separate color information (Hue) from light intensity (Value),
which allows object detection to be more robust to changes in lighting, which is
then combined with HOG. Heuristic of Oriented Gradients (HOG) is a prepro-
cessing technique that aims to calculate pixel intensity in horizontal and vertical
directions. In this research, the value component of the HSV image is used to
extract HOG features, which are then combined with the hue and saturation
channels. Figure 6 is a visualization of the image after normalization after using
HSV with HOG.

Figure 6: Visualization of data samples using a combination of HSV with HOG.

3.2 Model Training

After the image has been preprocessed, the next stage is modeling. This research compared
Faster R-CNN using ResNet50 and YOLOv5.

3.2.1 Faster R-CNN with ResNet50

Modelling begins by creating a data loader consisting of a train loader and a test loader.
After that, the hyperparameters that will be used in the model, such as epoch, batch size,
learning rate, momentum, and weight decay, will be determined. The batch size used in
this research is 8. The learning rate controls how many steps are taken when updating the
neural network model weights during the training process. The learning rate used is 0.005.
Momentum is a technique used to speed up training and help break out of local minima.
The momentum used is 0.9. Weight decay is done by adding a small amount of the L2
norm of the weights to the loss function during training. This causes the weights to be
more likely to be minor, which in turn can help prevent the model from fitting too well to
the training data and improve the model’s generalization ability. The weight decay used is
0.0005.
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Figure 7: Faster R-CNN with ResNet50 architecture.

This research carried out modelling using a train and eval per epoch scheme, which
immediately displays the train and eval results in one epoch. The epoch used is 40. The
model used in this research is Faster R-CNN with Resnet-50. The model used is available
in the Torchvision library. Figure 7 shows the architecture of Faster R-CNN with ResNet50.

3.2.2 YOLOv5

The YOLOv5 model used in this research also uses the same two schemes as those in Faster
R-CNN. The dataset previously annotated in YOLO txt format is divided into train tests
with a ratio of 8:2. The number of epochs used in this research is 100. This number is given
considering that YOLO’s computing time is much lighter than Faster R-CNN. Figure 8
shows the architecture of YOLOv5.
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Figure 8: YOLOv5 architecture.

4 Experiment Results

4.0.1 RGB Scheme

In the preprocessing scheme using RGB format, the Faster R-CNN model with ResNet50
obtains the following evaluation results in Table 4. The number of epochs used in this
scheme is 14 times. The number of epochs at the beginning was 40 epochs. However, in
the 14th epoch, the mAP value was 0.5, mAP 0.75, and the eval accuracy was 0.875. In the
calculations, mAP 0.50 and mAP 0.75, and recall each show the same value, namely 0.875.
The precision calculation results show the lowest value is 0.786. F1-Score shows a figure of
0.823
Meanwhile, the RGB preprocessing scheme in the YOLOv5 model is in Table 5. The number
of epochs used in this scheme is 100 times. The number of epochs in yolov5 is greater
because it has lighter computing. The YOLOv5 model’s results on the RGB scheme are
convincing. It has a very small loss with an accuracy of up to 1. In other evaluation metrics,
recall shows a result of 1 as well, and other metrics also show figures above 90%.

Table 4: Faster R-CNN result on RGB scheme
Epoch Train Losses Accuracy mAP 0.5 mAP 0.75 Precision Recall
14 0.02 0.875 0.875 0.875 0.786 0.875

Table 5: YOLOv5 result on RGB scheme
Epoch Train Losses Accuracy mAP 0.5 mAP 0.5:0.95 Precision Recall
100 0.004 1 0.995 0.917 0.996 1
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Figure 9: Prediction result on RGB scheme using Faster R-CNN model.

4.0.2 HSV with HOG Scheme

In the preprocessing scheme using HSV with HOG format, the Faster R-CNN model with
ResNet50 obtains the evaluation results in Table 6. The number of epochs used in this
scheme is 14 times. Train losses in this scheme show a value of 0.025. The mAP 0.50 and
mAP 0.75 calculation shows the same result at 0.869. The recall shows the same value,
namely 0.821. The precision calculation results show the lowest value, namely 0.763. The
F1-Score shows a figure of 0.77.

Table 6: Faster R-CNN result on RGB scheme
Epoch Train Losses Accuracy mAP 0.5 mAP 0.75 Precision Recall
14 0.025 0.8210 0.869 0.869 0.763 0.821

Meanwhile, the HSv with HOG preprocessing scheme in the YOLOv5 model is as fol-
lows Table 7. The number of epochs used in this scheme is 100 times. The number of epochs
in yolov5 is greater because it has lighter computing. The YOLOv5 model’s results on the
HSV with the HOG scheme are convincing. It has a small loss with 0.007 values and an
accuracy of up to 0.986. In other evaluation metrics, recall shows a result of 0.981 as well,
and other metrics also show figures above 90%.

Table 7: YOLOv5 result on RGB scheme
Epoch Train Losses Accuracy mAP 0.5 mAP 0.5:0.95 Precision Recall
100 0.007 0.986 0.994 0.917 0.992 0.981

4.0.3 RGB Scheme

Figure 9 shows the results of experiments on the RGB scheme with the Faster R-CNN
ResNet50 model. Faster R-CNN models trained on RGB images do not show such good
results. In the first picture, the model can predict the class correctly but with a confidence
score that is not too high, 0.42. Placing the box in the image is good enough because it cov-
ers the entire object. In the second image, the model predicts a class that does not match
the image. The correct class is "75000", but the model predicts the object is class "2000" even
though the confidence score is low. The box also does not draw well because it is distorted
and does not cover the entire object. In the third image, the model can predict the image
well. The predicted class matches that of the object with a confidence score that is also
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Figure 10: Prediction result on RGB scheme using YOLOv5 model.

Figure 11: Prediction result on HSV with HOG scheme using Faster R-CNN model.

relatively high at 0.61. Boxes also draw well because they cover the entire object. Figure 10
shows the results of experiments on the RGB scheme with the YOLOv5 model.

The YOLOv5 model trained with the RGB scheme shows excellent results. In the first
picture, the model can predict the class correctly and get a good confidence score of 0.71.
The box placement is also good because it covers the entire object. In the second picture,
the model can also correctly predict the class and get an excellent confidence score of 0.85.
The box placement is also good because it covers the entire object. In the third picture, the
model can also predict the class correctly, but with a confidence level that is not too high at
0.54. The box’s alignment is also quite good, even though a small part of the right edge of
the object is not included in the box.

4.0.4 HSV with HOG Scheme

Figure 11 shows the results of experiments on the HSV with HOG scheme with the Faster
R-CNN ResNet50 model. The Faster R-CNN model trained using HSV data with HOG
shows poor results. The model mispredicts the class in the first image, and the confidence
score is high at 0.74. Even so, the box drawn is quite good because almost all parts of
the object are included. The second image shows worse results; the model predicts more
than one class, and both show wrong predictions with confidence scores of 0.29 and 0.24.
The two boxes drawn are also not good because they do not contain all the objects. In the
third picture, the new model shows a correct prediction even though the confidence score
is not too high at 0.55. The box drawn is also entirely accurate, leaving only a few parts
of the object that are not included in the box. Figure 12 shows the results of experiments
on the RGB scheme with the YOLOv5 model. The YOLOv5 model trained using HSV data
with HOG shows poor results in the first picture. The model predicts the wrong class with
a confidence score of 0.27. Even so, the predicted box is quite good because it contains
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Figure 12: Prediction result on HSV with HOG scheme using YOLOv5 model.

almost all the image objects. In the other two images, the model does not make predictions
about the object even though previously, the threshold determined for the confidence score
was already shallow at 0.1.

5 Data and Code Availibility

We publicly open our data and source code committed on our GitHub
repo https://github.com/AndiDemon-Lab/RupiahBankNotes.

6 Conclusion

This research compares two object detection methods, Faster R-CNN using ResNet50 with
YOLOv5 on the rupiah banknote dataset. This study uses two training schemes: RGB pre-
processing and HSV with HOG values. Based on the research conducted, the YOLOv5
model trained using RGB data showed the best results. The model obtained an accuracy
value of 1.0 after 100 epochs. In comparison, other models—YOLOv5 with HSV, Faster R-
CNN with RGB, and Faster R-CNN with HSV—achieved accuracies of 0.986, 0.875, and
0.821, respectively. The prediction results with the YOLOv5 model on RGB data also
showed very accurate results where, after testing 3 images, the model could predict all
classes appropriately and with accurate box placement. Preprocessing with RGB had bet-
ter results than the combination of HSV with HOG, which showed less promising results
from both models.
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