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Abstract: The percentage of student failure in learning is still relatively high. Many coun-
tries, including Ghana, Nigeria, Enugu, and Indonesia, experience this condition. Internal
and external factors that vary significantly between students have the potential to be the
cause of failure. This condition cannot be allowed to continue. A special analysis is needed
on the factors that can help improve student grades. Predictions of student success are
urgently needed. These predictions can anticipate negative impacts that occur, including
increased risk of dropout, decreased student motivation to learn, and decreased individ-
ual potential. The Naive Bayes and Decision Tree algorithms have been used to predict
student success. However, despite their advantages, these two algorithms still have sev-
eral weaknesses. It can cause the algorithm’s performance not to be as expected. Several
methods in ensemble techniques can improve algorithm performance. Two methods that
are often used are Bagging and AdaBoost. Bagging and AdaBoost can help improve the
performance of classification algorithms. This study combines Bagging and AdaBoost into
the Decision Tree and Naïve Bayes algorithms to optimize the results in predicting student
success. The stages are data collection, pre-processing, data split, data processing, and
evaluation model. The results show that the Bagging and AdaBoost techniques have been
proven to be effective in improving accuracy, precision, recall, and F1-score performance.
Combining the Naïve Bayes algorithm with AdaBoost significantly increases accuracy, pre-
cision, and F1-score by 1.95%, 28.98%, and 15.79%.

Keywords: AdaBoost, bagging, decision tree optimization, Naive Bayes optimization, stu-
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1 Introduction

Government attention should focus on improving the quality of human resources. Formal
schools are an optimally regulated education system expected to create human resources
to advance the nation [1]. Predicting student success plays a vital role in improving the
effectiveness of education. Educational institutions can provide appropriate interventions
to needy students by understanding the factors that influence success. This can reduce
dropout rates, increase student retention, and support students at risk of dropping out.
Accurate predictions also allow for the development of individualized learning programs,
helping students reach their academic potential and improving the overall quality of edu-
cation.

The percentage of student failure in learning is fairly high. Many countries, including
Ghana, Nigeria, Enugu, and Indonesia, experience this condition. WAEC reports consis-
tently show unsatisfactory student performance in the Ashanti region of Ghana in biol-
ogy [2, 3]. Stakeholders in Nigeria have expressed concern about the poor academic per-
formance of students in all categories of schools in Nigeria. In addition, the examination of
students’ academic performance in Basic Science in Enugu State, as indicated by the results
of the Basic Education Certificate Examination (BECE) for 2018 to 2022, shows an alarming
pattern of below average achievement [4]. Many countries experience similar conditions,
including Indonesia.

This condition cannot be allowed. A special analysis of the factors that can help improve
student grades is needed. The inability to predict student study success can have a signif-
icant negative impact. Educational institutions cannot identify student abilities without
accurate predictions, which results in the lack of appropriate intervention. This condition
can increase the risk of droppingout, reduce student learning motivation, and cause loss
of individual potential. Predicting student study success plays a vital role in improving
the effectiveness of education. Many factors influence the success of a study. Traditional
approaches are often not practical enough. The machine learning approach has many al-
gorithms that can be used to solve prediction problems, including the Naive Bayes and
Decision Tree algorithms. The machine learning approach can analyze complex data more
deeply and accurately.

Naive Bayes and Decision Tree algorithms have been used to predict student study
success [4, 5]. Decision Tree has the advantage of being flexible so that it can improve the
quality of the decisions produced [6] Naive Bayes’s simplicity of calculations allows for
faster and more efficient processes. The Naïve Bayes method only requires relatively small
training data to determine the parameters needed in the classification process [7]. However,
both algorithms have weaknesses. Decision Trees are prone to overfitting and unstable
decisions. At the same time, the Naïve Bayes method only supports attributes with discrete
or discretion data types and does not support attributes with continuous (numeric) values,
so all attributes become independent. In addition, these attributes can contribute to the
predicted attributes [8].

Two methods are often used in ensemble techniques, namely bagging and boosting
[9, 10]. Bagging and boosting can support the unstable classification algorithm [11]. This
study’s formulation of the problem is: How is the application of Bagging and AdaBoost
(adaptive boosting) techniques on the Decision Tree and Naïve Bayes algorithms for pre-
dicting student success? What are the results of analyzing the best algorithm performance
in predicting student success?
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Several studies have been conducted on bagging and AdaBoost methods to improve
the performance of Decision Tree and Naïve Bayes algorithms. Research using this method
has been conducted to predict the success of studies, including the success of students in
universities [2,12], and predicting success in distance education [3]. In this study, what will
be done is to compare the performance of the Decision Tree and Naïve Bayes classification
algorithms with the application of ensemble techniques, namely the Bagging and AdaBoost
techniques, to predict student learning success. Furthermore, a comparative analysis of the
results of the application of the algorithm will be carried out to determine the performance
of the Decision Tree algorithm, Naïve Bayes combined with ensemble techniques in making
predictions.

Ensemble techniques have varying performances depending on the characteristics of
the dataset and the algorithm used. Several studies have compared the performance of
Bagging and AdaBoost using various machine learning algorithms [13]. Ensemble tech-
niques such as Bagging and AdaBoost have been proven to be effective in improving the
performance of classification models. Studies have shown that by combining several classi-
fication models (such as Naïve Bayes and Decision Tree) using these ensemble techniques,
more accurate predictions can be produced [14]. There is research using this method in
universities [12, 15], but very few studies are still focused on the classification of student
learning outcomes [16]. Generally, research focuses on distance education [3], classifying
learning types in education, learning styles [17], and student performance [18]. Research
on predicting academic success has been conducted using various data, including those
related to learning styles, gender, age, personality, educational background, and others.
However, it has not been focused on academic grades in detail. At the same time, academic
grades are a factor that is very close to students and has a high potential to have a strong
influence. In this study, an ensemble technique will be combined with the Naïve Bayes
algorithm and decision tree, using data that focuses on the details of students’ academic
grades and extracurricular activities. This is a novelty that is expected to improve algo-
rithm performance.

2 Literature Review

Decision trees are a popular and powerful tool in data science and machine learning for
classification, regression, and other predictive modeling tasks. They are valued for their
simplicity, interpretability, and ability to handle categorical and continuous data. Decision
trees work by recursively partitioning the data into subsets based on the value of input fea-
tures, creating a tree-like model of decisions. The process starts with a root node and splits
the data at each node based on specific criteria until reaching leaf nodes, which represent
the final decision or classification [19]. The construction of decision trees involves selecting
the best attribute to split the data at each node, which can be done using various measures
such as Gain Ratio, Gini Index, or other node splitting measures [20].

Naïve Bayes is a popular algorithm used for text classification and sentiment analysis
due to its simplicity and efficiency. It operates under the assumption of attribute indepen-
dence, which can sometimes be violated in real-world data. This analysis explores how
well Naïve Bayes models reflect people’s views by examining their performance in various
applications [21].
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Ensemble methods, such as boosting and bagging, are powerful techniques used to im-
prove the accuracy of classifiers by combining multiple models. AdaBoost is particularly
well-known for its effectiveness in binary classification tasks. Boosting: This method se-
quentially trains classifiers, with each new classifier focusing on the errors made by the
previous ones. AdaBoost is a popular boosting algorithm that adjusts the weights of mis-
classified instances, making it highly effective for binary classification tasks. Bagging, or
Bootstrap Aggregating, involves training multiple classifiers independently on different
subsets of the training data, created through bootstrapping. The final prediction is made
by averaging all classifiers’ predictions, which helps reduce variance and prevent overfit-
ting [9].

Research on the classification of student graduation using data mining techniques has
been conducted extensively. Research [18] using the Naïve Bayes algorithm showed quite
good performance: 87% accuracy, 91% precision for the First Class class, 78% recall, and
81% F1-score. The features used in this study include department, level, weekly study
time, satisfaction with the learning system, engagement in group discussions, engagement
in school policy, attendance rate, engagement in curricular activities, learning method, ac-
commodation type, gender, and age.

Research [15] The Stacking Ensemble method was used to predict student graduation,
resulting in 95% accuracy, precision, recall, and F1-score in the range of 91%-93%. Mean-
while, other ensemble methods, such as Bagging and Boosting, generally have accuracy,
precision, recall, and F1-score in the range of 68%-73%. The features used in this study were
assignments, quizzes, mid-tests, and final tests. Research [22] combined the Random For-
est (RF) and eXtreme Gradient Boosting (XGBoost) algorithms and showed a high level of
accuracy in predicting students at risk of failure. This model achieved excellent evaluation
metrics, with accuracy, precision, recall, and F1-score exceeding 90%. The features used in-
cluded Lecture Notes, Materials, Video, Live Attendance, and Live Activities. In addition,
research [23] comparing Decision Tree (DT) and Artificial Neural Network (ANN) showed
similar performance, with an accuracy of 62.3%, precision of 36.7%, recall of 91.7%, and F1-
score of 52.4%. The features used in this study include semester level, gender, nationality,
birthday place, resources visit, announcement response, and extra discussion.

The performance evaluation metrics include accuracy, precision, recall, and F1-score.
Accuracy provides an overview of how well a model performs in classifying data. Percent-
age of correct predictions out of total predictions. Here is the formula for calculating the
accuracy value:

Accuracy =
TP + TN

TP+ FP + TN+ FN
(1)

Precision is the ratio between the data correctly classified as true positives divided by
the total number of classified data. It is the Percentage of correct optimistic predictions
out of the total optimistic predictions made by the model. Precision provides information
about how reliable a model is in classifying data as positive. The higher the precision value,
the fewer negative cases are incorrectly identified as positive, indicating that the model is
more likely to produce accurate positive results. The formula used is:

Precision =
TP

TP + FP
(2)

Recall, also known as sensitivity, is a measure that indicates how well a classification
model can identify all actual positive cases in a dataset. In classification, recall is calculated
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as the ratio of correctly predicted positives (true positives) divided by the total number
of actual positive cases (true positives + false negatives). Percentage of correct optimistic
predictions out of total actual positive cases in the data. In other words, recall measures
the ability of a model to "remember" or "detect" all existing positive cases without missing
any. Here is the recall formula:

Recall =
TP

TP + FN
(3)

F1-score is an evaluation metric that measures the balance between precision and recall.
Here is the formula of F1-score:

Recall =
2× Precision× Recall

Precision + Recall
(4)

3 Methodology

The identification process begins with a literature study. A literature study is conducted to
identify attributes that have the potential to become criteria. At this stage, it is a system-
atic process of reviewing and analyzing literature, publications, scientific articles, books,
and other relevant information sources. Criteria identification is based on the results of
literature studies and expert confirmation. In this process, semi-structured interviews are
conducted with experts. Interviews are based on questions that refer to the literature re-
view results. The stages in this Study are data collection, data pre-processing, data split,
data processing and evaluation model [15]. These stages are shown in Figure 1.

3.1 Data Collection

This research uses data sourced from Kaggle. The link address is
https://www.kaggle.com/datasets/ mexwell/student-scores.

3.2 Data Pre-processing

In data mining, the preprocessing stage plays a very important role [24, 25]. The main
stage is the cleaning stage [26]. The steps for cleaning data are deleting irrelevant columns,
checking for missing data, checking for duplicate data, checking for outlier values , and
checking for categorical data consistency. Data Preprocessing uses Google Collaboration.

3.3 Evaluation Model

In this study, the data processing techniques used are the Decision Tree and Naïve Bayes
algorithms. The ensemble techniques used are Bagging and AdaBoost. This process in-
volves dividing the classification into six different scenarios. The scenarios carried out are
the implementation of Naive Bayes (NB) and Decision Tree (DT) algorithms, the applica-
tion of the Bagging Technique on Naive Bayes (NB+BG) and Decision Tree (DT+ BG), the
implementation of AdaBoost on Naive Bayes (NB+ADB) and Decision Tree (DT+ADB).
Data processing using the Rapid Miner application.
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Figure 1: The stages of research.

The result analysis stage focuses on comparing results. This stage is carried out based
on the test results in six scenarios. These six scenarios include testing the decision tree
algorithm, Naïve Bayes algorithm, Decision Tree + Bagging algorithm, Decision Tree + Ad-
aBoost algorithm, Naïve Bayes + Bagging algorithm, and Naïve Bayes + AdaBoost algo-
rithm. By comparing these values, we can determine which method significantly improves
classification performance.

4 Results

This section discusses data collection, data pre-processing, confusion matrix, evaluation
model, and feature importance.

4.1 Data Collection

The study’s results show that several factors are related to student success. These factors
are academic performance, demographic factors, school and environmental context, family
and social environment, student engagement, and institutional policies. [27–29] The results
are the basis for confirmation to the expert to validate the suitability of the attributes to be
used. The experts involved in this Study were senior teachers and principals. The experts
have master’s qualifications in education and are experienced in managing senior high
schools. Some of the points produced are academic and non-academic factors. Academic
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factors are related to a subject score, and non-academic factors include extracurricular ac-
tivities.

In this Study, the dataset used is the student scores dataset downloaded from Kag-
gle.com. The amount of initial data before the preprocessing process is 2000. This dataset
consists of 19 attributes, 18 of which function as predictor variables, including ID first
name, last name, gender, absence day, extracurricular activities, weekly self-study hours,
career aspiration, math score, history score, physics score, chemistry score, biology score,
and geography score. Meanwhile, academic success is another attribute that acts as a target
variable or label. This target variable has two output values, namely, pass and fail.

4.2 Data Pre-processing

4.2.1 Remove irrelevant columns

This process aims to produce a cleaner, more consistent, and more appropriate dataset.
It does this by deleting attribute columns that do not affect the modeling process. Some
deleted columns or attributes are ID, first name, last name, and email. The remaining fea-
tures are all numeric data types, except part-time jobs, extracurricular activities and career
aspirations. The features involved are divided into independent variables and dependent
variables (labels).

4.2.2 Changing category columns to numeric columns

At this stage, the academic success column is changed to a numeric column to see the
relationship between the category and target variables. The numeric values are 1 and 0.
Value 1 = ‘pass’ and value 0 = ‘fail’.

4.2.3 Checking for missing values and duplicate data

The data-cleaning process is carried out on the student score dataset with inconsistent N/A
and missing values. Duplicate data checking reduces redundancy, improves model accu-
racy, and improves data processing efficiency. The results of the missing value process
show that no data was found missing, and no duplicate data was found.

4.2.4 Checking for outlier values

This stage is checking for outliers. Outlier checking is performed on the attributes involved.
Outliers exist in several variables, including math scores, biology scores, and average val-
ues. In this study, outliers are handled in truncation. Values below the lower bound are
set to become the lower limit values themselves, and values above the upper bound are
changed to upper limit values. The instruction for handling outlier values:

4.3 Confusion Matrix

Confusion matrix testing was conducted on six research scenarios. The Confusion matrix
results are shown in Table 1.
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Table 1: Confusion matrix
DT NB ADB + DT ADB + NB BG + DT BG + NB

TP 1524 1494 1716 1718 1719 1685
FP 4 5 1 7 3 6
FN 6 36 6 4 3 37
TN 66 65 77 71 75 72

Table 2: Evaluation of Decision Tree and Naïve Bayes algorithm
Validation Decision Tree Algorithm Naïve Bayes Algorithm
Accuracy 99,38% 97,44%
Precision 92,50% 66,16%
Recall 94,29% 92,86%
F1-score 93,36% 77,27%

The confusion matrix results show that Bagging + Decision Tree produces the highest
number of correct predictions (1719), while Naïve Bayes has the lowest results (1524). The
highest false positives are in AdaBoost + Naïve Bayes (7), which indicates that this model
is more accurate in predicting students who graduate. The highest false negatives are in
Bagging + Naïve Bayes (FN = 37), which shows that this model is often wrong in clas-
sifying students who graduate. The highest true negatives are in AdaBoost + Decision
Tree.

4.4 Evaluation Model

Validation and Testing of the model on student graduation data is carried out to evaluate
the model’s performance in predicting the possibility of students graduating and failing.
Testing is carried out based on attributes and preprocessing data. Testing is carried out on
six scenarios: Decision Tree algorithm, Naive Bayes algorithm, combining Bagging Tech-
niques on Naive Bayes and Decision Tree algorithms, and combining AdaBoost Techniques
on Naive Bayes and Decision Tree algorithms.

K-fold Cross-Validation was performed using 10 folds. Table 2 shows the Decision Tree
algorithm and Naïve Bayes Algorithm test results.

The next scenario is the implementation of the Bagging Technique on Decision Tree
(DT+BG) and AdaBoost on Decision Tree (DT+ADB). Table 3 shows the test results.

Table 3: Evaluation of Decision Tree + BG and Decision Tree + ADB algorithm
Validation Decision Tree + BG Algorithm Decision Tree + ADB Algorithm
Accuracy 99,67% 99,61%
Precision 96,39% 93,28%
Recall 96,07% 98,75%
F1-score 96,23% 97,55%
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The next scenario are implementation of the Bagging Technique on Naive Bayes (NB +
BG) and AdaBoost on Naive Bayes (NB + ADB). Table 4 shows the test results.

Table 4: Evaluation of Naïve Bayes + BG and Naïve Bayes + ADB Algorithm
Validation Naïve Bayes + BG Algorithm Naïve Bayes + ADB Algorithm
Accuracy 97,61% 99,39%
Precision 68,17% 95,14%
Recall 92,32% 91,07%
F1-score 78,35% 93,06%

4.5 Feature Importance

Feature importance testing is conducted to see the influence between attributes. Testing
is conducted on six research scenarios. The test results on each decision tree algorithm,
Naïve Bayes and decision tree, Naïve Bayes with the addition of AdaBoost and bagging
are shown in Figure 2.

Figure 2: Feature importance.

The test results show that the most influential features in sequence are the three highest
math_score, history_score, English_score. While the feature with the least influence is ex-
tracurricular_activities. In all six scenarios, the level of importance in model testing is the
same.

5 Discussions

Based on the table above, the results of the comparative Testing on the student graduation
grade dataset using the decision tree algorithm get accuracy value, precision, recall and
F1-scores of 99.38%, 92.50%, 94.29% and 93.36%. The Naïve Bayes algorithm produces a
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Figure 3: The performance for each evaluation.

performance of 97.44%, 66.16%, 92.86% and 77.27%. In the third scenario, the merger de-
cision tree algorithm and bagging obtained 99.67%, 96.39%, 96.07% and 96.23%. It shows
an increase in inaccuracy, precision, recall and F1-score, namely 0.29%, 3.89%, 1.78% and
2.87%. In the fourth scenario, the combination of decision and AdaBoost produces an accu-
racy value, precision, recall and F1-score of 99.61%, 93.28%, 98.75%, and 97.55%. It shows
an increase in accuracy, recall, precision and F1-score: 0.23%, 0.78%, 4.46% and 4.19%. In
the fifth scenario, between the Naïve Bayes algorithm and the bagging technique, the accu-
racy value precision, recall, and F1-score are 97.61%, 68.17%, 92.32%, and 78.35%. It shows
that the amount is 0.17%, 2.01%, and 1.08%. While recall, there was a decrease of 0.54%. In
the sixth scenario, namely the combination of the Naïve Bayes algorithm with AdaBoost,
the accuracy value is precision, recall and F1-score of 99.39%, 95.14%, 91.07% and 93.06%.
It shows an increase of 1.95%, 28.98%, and 15.79%. Meanwhile, recall decreased by 1.79%.
The performance for each evaluation is shown in graphical form in the Figure 3.

Figure 3 shows that, for the first: the Decision Tree algorithm achieved an impressive
accuracy rate of 99.38%, indicating exceptionally high performance. The Naive Bayes algo-
rithm demonstrated a lower accuracy of 97.44%. The application of Bagging enhanced the
accuracy of the Decision Tree to 99.67%, while the use of AdaBoost increased it to 99.61%.
For Naive Bayes, the Bagging technique marginally improved accuracy to 97.61%, and with
the addition of AdaBoost, it reached 99.39%. Overall, both Bagging and AdaBoost signif-
icantly improved the accuracy of the Decision Tree and Naive Bayes algorithms, with the
Decision Tree consistently maintaining superior performance.

The second, the Decision Tree algorithm, without ensemble techniques, exhibited a pre-
cision rate of 92.50%. In contrast, Naive Bayes displayed a considerably lower precision
of 66.16%. However, Naive Bayes showed significant improvement when combined with
Bagging and AdaBoost, achieving precision rates of 68.17% and 95.14%, respectively. When
combined with Bagging, the Decision Tree attained the highest precision rate of 96.39%,
while the combination with AdaBoost yielded a slightly lower precision of 93.28%.

The third, the Decision Tree algorithm, demonstrated a recall of 94.29%, reflecting good
sensitivity, whereas Naive Bayes had a slightly lower recall rate of 92.86%. The applica-
tion of AdaBoost to the Decision Tree significantly increased the recall to 98.75%. In con-
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trast, combining Bagging and AdaBoost with Naive Bayes resulted in a recall that remained
lower than the Decision Tree.

The last, F1-score for the Decision Tree was 93.36%, while Naive Bayes lagged with a
much lower score of 77.27%. The application of Bagging improved the Decision Tree’s F1-
score to 96.23%, and the implementation of AdaBoost further enhanced it to 97.55%. For
Naive Bayes, the Bagging method yielded an F1-score of 78.35%, and AdaBoost succeeded
in elevating it to 93.06%.

Some previous studies that have been conducted in predicting learning success include
using the Stacking Ensemble, Random Forest (RF) + XGBoost and Decision Tree (DT) and
Artificial Neural Network (ANN). The performance produced from previous studies and
the performance of this study are shown in Table 5.

Table 5: Previous research performance and research results
Previous Studies Accuracy Precision Recall F1-score
Naïve Bayes [18] 87% 91% 78% 81%
Stacking Ensemble [15] 95% 91%-93% 91%-93% 91%-93%
Random Forest (RF) + XGBoost [3] 90% 90% 90% 90%
Decision Tree (DT) and Artificial 62,3% 36,7% 91,7% 52,4%
Neural Network (ANN) [23]

Decision Tree (DT) 99,38% 92,50% 94,29% 93,36%
Naïve Bayes (NB) 97,44% 66,16% 92,86% 77,27%
Decision Tree (DT) + BG 99,67% 96,39% 96,07% 96,23%
Naïve Bayes (NB) + BG 97,61% 68,17% 92,32% 78,35%
Decision Tree (DT) + ADB 99,61% 93,28% 98,75% 97,55%
Naïve Bayes (NB) + ADB 99,39% 95,14% 91,07% 93,06%

Performance comparison between previous research and the results of this study shows
a significant increase. The highest result for accuracy is AdaBoost + Naïve Bayes, the high-
est precision is Bagging + Decision Tree and Recall and F1-score on Decision Tree (DT) +
ADB. Likewise, the results of the confusion matrix test conducted showed that the selection
of algorithms and ensemble techniques had a significant impact on the balance of precision
and recall in predicting student study success. Bagging + Decision Tree is better at re-
ducing false negatives, so it can help institutions identify students at risk of failing more
accurately. In contrast, AdaBoost + Naïve Bayes is useful for ensuring that students who
are predicted to graduate actually graduate. Institutions can utilize these findings in aca-
demic monitoring systems, for example, by adjusting tutoring interventions or academic
support strategies based on the prediction error patterns of the models used.

These findings underscore that ensemble techniques, particularly Bagging in Naive
Bayes, can effectively detect students at risk of academic difficulties, which is crucial for
educational settings. The high sensitivity of these models allows early identification of
students who may be struggling, enabling timely interventions. Educational institutions
can leverage these optimized predictive models to design more precise intervention pro-
grams, such as targeted tutoring, counseling, or career guidance, based on identified risk
factors like high or low test scores. Moreover, such models facilitate more efficient and
cost-effective intervention planning by focusing on students who need the most support
rather than broad and untargeted approaches.

https://ejournal.ittelkom-pwt.ac.id/index.php/infotel

https://ejournal.ittelkom-pwt.ac.id/index.php/infotel


OPTIMIZATION OF NAIVE BAYES AND DECISION TREE ALGORITHMS · · · 147

However, this research still has limitations and needs to be developed by combining
features more completely and using a larger data set or using appropriate primary data.

6 Conclusion

Decision Tree algorithm, the Bagging and AdaBoost techniques have demonstrated their
effectiveness in enhancing machine learning models’ performance, accuracy, precision, re-
call, and F1-score. The Decision Tree consistently outperformed the Naive Bayes algorithm,
especially when combined with Bagging and AdaBoost, leading to superior results in both
accuracy and precision. Although the Naive Bayes algorithm showed notable improve-
ment when integrated with AdaBoost, its performance remained lower than that of the
Decision Tree. Among the combinations tested, the Decision Tree coupled with AdaBoost
emerged as the most optimal in achieving high accuracy, precision, recall, and F1-score.
This finding suggests that even relatively simple algorithms can be highly effective in pre-
dicting students’ academic success through ensemble methods.

Based on the results of the analysis and conclusions that have been described, the fol-
lowing are suggestions for further research:

1. Further research is recommended to explore other algorithms, such as Random For-
est, Gradient Boosting, or SVM, that may provide better results in predicting student
study success.

2. The use of more extensive and more varied datasets is also essential to increase the
validity of the results.

3. In addition to using Bagging and AdaBoost, other ensemble techniques, such as
Stacking or XGBoost, can be considered to improve model performance.

4. Implementing deeper cross-validation and hyperparameter tuning can ensure an op-
timal model.

Further research must also analyze the factors that influence prediction using feature
importance or SHAP values.
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