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Abstract: A brain tumor is dangerous and must be treated immediately to prevent wors-
ening. The identification of brain tumors can be performed by more in-depth examination
by specialists or by using artificial intelligence technology through MRI datasets. Several
studies have examined how artificial intelligence could be used to find brain cancer in MRI
images. The algorithm usually used is CNN with an addition of transfer learning. Previous
studies have produced very high accuracy, but the accuracy value can still be improved.
In this study, MRI image quality is improved as a new input for modeling. The test re-
sults show that the proposed CNN Model produces an accuracy of 98.50% on the test data.
This result is higher than the baseline method of 98.45%. Analysis of other metrics, such
as precision, recall, and F1-score, indicates consistent performance across classes. These
findings suggest that using preprocessing to improve image quality can improve Model
performance. Using CLAHE and median blur to improve image quality can improve ac-
curacy by 14.5%. This study contributes to identifying an effective combination of Model
optimization techniques for image classification tasks.
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1 Introduction

Brain tumors represent atypical proliferation that occur within the brain or its adjacent
structures. Neoplasms result from unregulated proliferation of cerebral cells. Intracranial
tumors can develop from brain cells (primary brain tumors) or malignant cells that have
metastasized from other regions of the body (secondary brain tumors). Numerous diagnos-
tic modalities exist to identify brain tumors, including Magnetic Resonance Imaging (MRI),
Computed Tomography (CT) Scans, biopsy procedures, and comprehensive neurological
assessments. MRI is the most proficient method for detecting brain tumors among these
modalities. MRI demonstrates considerable efficacy in identifying cerebral neoplasms due
to its superior image resolution capabilities, soft tissue sensitiveness, non-radiation, and
higher contrast [1].

Diagnosis of brain tumors using MRI requires deeper examination by a specialized doc-
tor. Nevertheless, due to the swift advancements in technology, the identification of brain
tumors can now be achieved using Artificial Intelligence methodologies. Deep learning
is a technology of Artificial Intelligence that can detect and classify objects in MRI im-
ages [2]. The predominant deep learning algorithms employed for image detection and
classification tasks are called Convolutional Neural Networks, abbreviated as CNN. Some
researchers have researched to detect and classify brain tumors using CNN algorithms.
CNN algorithms have proved to be able to detect brain tumors quickly and accurately [3].
Several studies have used the transfer learning of CNNs to accelerate training time and im-
prove classification performance [4, 5]. In transfer learning techniques, previously trained
models are used to improve the effectiveness of the training procedure. A pre-trained
model is defined as one that has been constructed using comprehensive datasets while
achieving a high degree of accuracy.

Various types of pre-trained models can detect brain tumors in images. However, from
different pre-training models, three types of pre-training models have the optimum per-
formance to detect brain tumors in MRI, ResNet152V2, DenseNet121, and InceptionV3
[6]. The investigation into the identification of brain tumors via MRI technology with
ResNet152V2 produces 98.9% accuracy in test data [7]. In the meantime, the model accu-
racy of the DenseNet121 model was 97.39% [8]. In addition, using InceptionV3 to identify
brain tumors on MRI gives 98% accuracy [9].

In previous research, the accuracy value for detecting brain tumors on MRI could have
been more optimal. The accuracy and precision of the model can still be improved, thereby
reducing errors in predicting brain tumors. Another gap is that previous studies used MRI
with standard quality, and there was still noise. In this research, improvements have been
made to the quality of MRI for detecting brain tumors. Besides that, this research put
forward multiple strategies to augment the effectiveness of brain tumor detection models.
One method proposed is to add optimizers. Research shows that optimizers increase model
accuracy [10]. The research uses five optimizer types: AdaDelta, AdaGrad, Adam, SGD,
and RMSProp. Afterward, tests will be conducted to compare the five optimizations to
obtain the highest accuracy.

The subsequent approach involves enhancing the caliber of the MRI through the ap-
plication of advanced image processing methodologies, namely median blur and CLAHE.
This process is intended to determine the influence of improving image quality on the ac-
curacy of the results. In previous studies, image quality improvement techniques have
been applied to reduce the median blur and increase contrast with histograms [11]. The
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Figure 1: Proposed method for identification of brain tumor.

model accuracy was 95.8%. The research uses median blur to reduce noise, while CLAHE
increases the sharpness of the image. The techniques used in this research are expected to
produce more accurate models than in previous studies. The results of brain tumor detec-
tion have a significant impact on the actions taken by the patient. Consequently, model
accuracy is essential and needs to continue to be improved.

This research contributes to providing a new method for brain tumor detection. This
research provides a new approach to obtain a high-accuracy brain tumor detection model.
The research methodology adds pre-trained models using CNN algorithms. In this study,
several optimizers will be compared to achieve optimal accuracy. Subsequently, the quality
of the MRI images was enhanced by applying advanced image processing methodologies,
including median blur and CLAHE. Enhancements in the quality of training images are
anticipated to elevate the model’s accuracy and differentiate it from current research en-
deavors.

2 Research Method

Numerous research endeavors have been undertaken to investigate the identification of
brain tumors utilizing artificial intelligence methodologies. However, this model still needs
to produce optimal performance. These studies also used artificial intelligence technolo-
gies, i.e., algorithms for the CNN and additional methods to optimize model performance.
In addition, image processing techniques should be applied to improve the quality of the
MRI image. Then select an optimizer and divide the data set to improve model accuracy.
The detailed methods and phases of this research are shown in Figure 1.
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(a) (b) (c)

Figure 2: Brain tumor MRI image.

2.1 Gathering Data

The initial stage of the research was to collect brain tumor data sets. This dataset has been
sourced from Kaggle and comprises a collection of MRI data that are divided into four
categories: glioma, meningitis, pituitary, and no tumor [12]. The aggregate count of images
within the dataset is 3,264, which consists of 2,764 tumor images, including glioma, menin-
gitis, pituitary, and 500 non-tumor images. This study classified two categories, namely
tumor and non-tumor, so 500 tumor and 500 non-tumor data were extracted from the
dataset. Selecting 500 tumor data to avoid the data imbalance between tumor and non-
tumor. The selection of 500 tumor data was made randomly, consisting of 167 glioma, 167
meningioma, and 166 pituitary images. Figure 2 shows the sample MRI in the dataset used
in this research. Figure 2a is a view of the brain from above at 2x zoom. Figure 2b is an
image of the brain in standard view, and Figure 2c is a view of the human head from the
side.

2.2 Preprocessing

In this study, Kaggle’s datasets are not used directly to extract features. However, improv-
ing the image quality of a set of images is carried out to make image characteristics and
characteristics more easily recognized. At this stage, three activities have been undertaken,
including the following.

1. Labeling Image
The first phase of preprocessing is to select data and label image data. Image labeling
technology uses an Excel file containing image IDs and image labels. There are two
labels: label 0, which means non-tumor, and label 1, which means tumor.

2. Median Blur
This research advances the amalgamation of imaging processing techniques designed
to improve the quality of the source images. Among the processed images, median
blur and CLAHE techniques are utilized. The median blur eliminates noise from
the image [13]. Meanwhile, CLAHE improves the image sharpness. The addition of
CLAHE has been proven to improve image quality and increase image classification
accuracy [14, 15].
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(a) (b) (c)

Figure 3: Median blur and CLAHE processing results.

3. CLAHE
CLAHE is an image-level optimization algorithm that automatically optimizes the
histogram for a small image area to increase its contrast. CLAHE is an advanced
image enhancement algorithm that executes automatic optimization of the histogram
for localized regions of the image to enhance its contrast [16]. CLAHE represents
an advancement of the Adaptive Histogram Equalization (AHE) technique, which
involves segmenting images into smaller sections (tiles) and optimizing their equiv-
alence within each segment [17]. CLAHE operates by partitioning the image into
smaller segments called tiles and blocks. Subsequently, it implements local histogram
equalization on each tile to enhance contrast. Perform a contrast limit (clipping) to
avoid noise by limiting the maximum number of pixels with a specific intensity value.
The calculation of the histogram threshold or clip limit is defined in (1).

β =
M

N
(1 +

α

100
(Smax − 1)) (1)

with variable M denotes the area size and N signifies the grayscale value with an upper
limit of 256. Smax indicates the maximum slope of the image, and α is the clip factor that
represents the threshold value to incorporate a limit within a histogram ranging from 0 to
100. Equation (1) determines the clip limit value to indicate that there are excess pixels. The
remaining excess pixels are distributed to areas below the clip limits to make the histogram
even. Figure 3 illustrates the outcomes of image processing conducted through the appli-
cation of median blur and CLAHE techniques. Figure 3a, Figure 3b, Figure 3c are visual
views of the human brain seen from above and from the side.

2.3 Data Preparation

Preprocessing using median blur and CLAHE increases the quality of MRI images used
as datasets. Then, the dataset is then divided into training, validation, and test data. The
dataset is segmented into two distinct scenarios. In the initial scenario, the dataset is allo-
cated as 60% for training, 10% for validation, and 30% for testing (60:20:10). Conversely,
in the second scenario, the dataset is allocated as 70% for training, 10% for validation, and
20% for testing (70:20:10).

JURNAL INFOTEL, VOL. 17, NO. 1, FEBRUARY 2025, PP. 81–95.



86 THOHARI et al.

Figure 4: InceptionV3, DenseNet121, and ResNet152V2 architecture for brain tumor detec-
tion.

2.4 Create Base Model

The research used a pre-trained CNN model to construct a classification model. The
model was created using three pre-trained CNN models, including the DenseNet121, In-
ceptionV3, and ResNet152V2. The three pre-trained models are proven to be accurate in
classifying images because they have proved to be accurate [18,19]. This pre-trained model
is employed in the feature extraction procedure and generates a feature map. Each pre-
trained model has its own unique and different working methods.

a) The InceptionV3 architecture uses an initial block composed of several convolution-
ary layers, the main concept of which is used. The primary aim of the InceptionV3
architecture was to minimize the number of parameters and computations while pre-
serving a high level of accuracy [20]. To minimize the quantity of parameters in In-
ceptionV3, it is advisable to partition the cone matrix into two distinct segments. For
example, the 5 × 5 convolution is divided into two 3 × 3 convolutions. In the In-
ceptionV3 architecture, the middle of the network has an additional classification to
speed up the training process and prevent excessive installation.

b) DenseNet121 is a model composed of multiple parts, including a dense layer, a bot-
tleneck layer, and a transition layer [21]. Dense layers are used to strengthen the
learning process of features. This layer is processed by convolution and grouping.
By using a 1 × 1 and 3 × 3 convolution, the bottleneck layer reduces the number of
parameters. The transition layer is used to reduce the dimension and prevent the
network from becoming too large.

c) ResNet152V2 is an advanced version of the Residual Network (ResNet) architecture
which has 152 layers [22]. ResNet152V2 includes many residual blocks, bottleneck
blocks, batch normalization, and ReLU activation functions. Improved architectural
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design improves training stability and enables deeper training of networks without
performance degradation problems.

Table 1: Hyperparameter in the model training process

Hyperparameter Tuning Value
Dropout 0.5

Activation Function Softmax
Batch Size 64

Epoch 20
Learning Rate 0.01
Pooling Layer GlobalAveragePooling2D

Optimizer AdaDelta, AdaGrad, Adam, SGD, and RMSProp

The MRI image is processed using each pre-trained model architecture. Afterward,
pooling, dropping, and adding the softmax activation function are performed. The final
result produces a single-dimensional matrix feature. A comparison of the architectures of
InceptionV2, DenseNet121, and ResNet121V2 is shown in Figure 4.

Figure 4 shows the stages or processes of each pre-trained model used to obtain brain
tumor prediction results. It can be seen in Figure 4 that the InceptionV3 Architecture uses
the Inception Block to combine several filters in parallel. The DenseNet121 architecture
uses the Dense Block to combine all previous layer outputs. Each block is usually followed
by a transition layer operation that includes pooling and bottlenecks to control feature size.
Then ResNet152V2 is the most profound architecture, namely 152 layers. Using a vast
number of layers makes the accuracy of ResNet152V2 even better.

2.5 Deep Training Model

Model training uses a fully connected layer of neural networks. Since the model classifies
only two classes, binary cross-entropy is used as a loss function. Then use the optimizer to
update the model’s weight. Optimizers are a very important component of modeling train-
ing processes because they minimize the loss function [23]. This is important because it en-
sures that the models learn from the data provided and improve their predictions over time.
This study used five types of optimizers: Adam, SGD, RMSProp, AdaGrad, and AdaDelta.
The five optimizers have their characteristics and advantages. Five optimizers were tested
to determine which optimizers would produce the optimum model performance for eval-
uating brain tumor images. All models are tested using the same hyperparameter value.
Table 1 displays the hyperparameters employed during the training procedure.

2.6 Evaluation Model

The assessment of the model’s efficacy may be conducted through the implementation of
a confusion matrix. This matrix is characterized by a 2 × 2 configuration that delineates
the quantities of true positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN). The information extracted from the confusion matrix can subsequently be
employed to calculate the model’s recall, precision, accuracy, and F1 score. Equations (2) to
(5) are utilized to derive the metrics for recall, precision, accuracy, and F1 score.
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Recall =
TP

TP + FN
(2)

Precision =
TP

TP + FP
(3)

Accuracy =
TP + TN

TP+ TN+ FP + FN
(4)

F1− Score =
Precision× Recall

Precision + Recall
(5)

The precision of the model serves as an indicator of the accuracy in predicting tumors
that do not belong to any class. Concurrently, recall assesses the model’s effectiveness in
accurately identifying tumor classes. The combined metrics of accuracy and F1-Score rep-
resent the integration of precision and recall. The optimal model for brain tumor detection
is the one that achieves the highest F1 score and accuracy.

3 Results

This study divides the dataset with a percentage of 70% training data, 20% testing data, and
10% validation data. The technique used to evaluate the model’s performance is K-Fold
cross-validation. The purpose of using K-fold cross-validation is to reduce overfitting and
maximize the use of data both as training and test data. The dataset is divided into three
folds (K = 3) to reduce the computational process. The greater the folds, the heavier the
computation that is run. The free version of Google Colab is limited to a maximum RAM
capacity of 12.7 GB. There is an additional early stopping setting to stop training when the
validation loss value increases. Early stopping will be active if there is no reduction in the
validation loss value by five epochs.

3.1 Evaluation of model performance

There are 15 training result models with five types of optimizers. The number of epochs
used is 20, with an average training time per epoch of 50 seconds. The evaluation results
of the training process can be seen in Table 2. The InceptionV3 Model with the RMSprop
optimizer has the most optimal performance with accuracy and F1-Score values of 0.985
each.

The evaluation of Model performance in Table 2 is performed using K-Cross Valida-
tion. This method provides a more accurate estimate of model performance than dividing
the dataset only once. This is because all data can be used as training data or test data,
and no part of the dataset is only used for testing. In Table 2, the InceptionV3 Model with
the RMSprop optimizer produces the most optimal performance. The performance of the
InceptionV3-RMSProp Model can be analyzed using the confusion matrix shown in Fig-
ure 5.

The confusion matrix in Figure 5 is the result of Model testing using testing data. The
total amount of testing data is 200. The evaluation uses K-fold cross-validation, with a total
of 3 folds. The model training process using cross-validation produces three models with
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Table 2: Performance testing results of the brain tumor detection model

Model Optimizer Performance
Accuracy Precision Recall F1-Score

DenseNet121

AdaDelta 0.80 0.817 0.817 0.817
AdaGrad 0.784 0.67 0.924 0.777

Adam 0.875 0.80 0.99 0.887
RMSProp 0.835 0.881 0.828 0.853

SGD 0.95 1 0.916 0.956

ResNet152V2

AdaDelta 0.915 0.972 0.883 0.926
AdaGrad 0.9 0.917 0.901 0.909

Adam 0.665 0.89 0.638 0.743
RMSProp 0.88 0.917 0.87 0.893

SGD 0.935 0.982 0.901 0.909

InceptionV3

AdaDelta 0.91 0.908 0.925 0.917
AdaGrad 0.64 0.422 0.836 0.561

Adam 0.94 0.972 0.922 0.946
RMSProp 0.985 0.981 0.99 0.985

SGD 0.905 0.862 0.959 0.908

different evaluation results. This result happens because each fold’s training and validation
data differ. The results of Model training with cross-validation are shown in the graph in
Figure 6.

Figure 6a shows the accuracy value at each epoch that the Model produces. The ac-
curacy value increases with the increasing number of epochs. The maximum number of
epochs in the training process is 20. Fold 1 can complete 20 epochs because the validation
loss value constantly improves. However, the training process on fold 2 stops at the 17th
epoch, while fold 3 stops at the 15th epoch. This result happens because the validation loss
value does not improve for five epochs. If the validation loss value is not improved for five
epochs, it will activate early stopping. Figure 6b shows the loss value from the training
process. The loss value decreases with the increasing number of epochs. Based on Figure 6,
it is known that fold 1 shows the most optimal model performance.

4 Discussion

The research also tested the effects of image preprocessing to improve model performance.
The image preprocessing techniques used are median blur and CLAHE. The preprocessing
of images will eliminate the noise of the MRI image and increase the clarity of the MRI
image. Previous tests have shown that the InceptionV3 model is best optimized using
RMSProp optimizers. Consequently, experiments have been conducted to compare the
model with a model that has not gone through a preprocessing process. The testing process
is repeated three times to verify the validity of the results shown. The outcomes of the
assessment are presented in Table 3.

According to the empirical data delineated in Table 3, the utilization of median blur and
CLAHE markedly augments the accuracy of the model. In the scope of this research, the
execution of pre-processing methodologies culminated in an enhancement of 14,5% in the
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Figure 5: The confusion matrix model InceptionV3 – RMSProp model.

(a) (b)

Figure 6: The training performance graph of the InceptionV3-RMSProp model.

accuracy of the model. These results elucidate that the caliber of the input image can exert
a significant influence on the performance of the model.

Figure 7 illustrates the outcomes of the visualization of the confusion matrix model
that underwent no preprocessing. Based on the data derived from the confusion matrix,
it is evident that the model struggles with tumor predictions. The false negative rates in
this instance are significantly high, recorded at 25. Conversely, in models that have been
preprocessed, the false negative rates are notably low, amounting to just 1.
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Table 3: Performance testing results of the brain

Model Optimizer Performance
Accuracy Precision Recall F1-Score

Preprocessing Using Median Blur and CLAHE
InceptionV3 RMSProp 0.985 0.981 0.99 0.985
Without preprocessing
InceptionV3 RMSProp 0.86 0.972 0.838 0.883

Figure 7: Confusion matrix model InceptionV3 without preprocessing.

Furthermore, the training results of the InceptionV3 model and the RMSProp optimizer
can be seen in Figure 8. The accuracy value of each epoch is shown in the Line Chart
Figure 8a. The accuracy value fluctuates, unlike the training process in Figure 6a, which
tends to increase accuracy. The Loss value in Figure 8b also fluctuates, causing quite a
lot of false negative values to be detected. This proves that models that go through the
preprocessing process and have high quality will produce optimal accuracy.

After getting the most optimal Model performance, we tried to compare the Model per-
formance values with those of the existing study. Numerous researchers have undertaken
investigations into the identification of brain tumors. Most of these scholars employ CNN
and transfer learning techniques to attain superior levels of accuracy. Various investiga-
tions have indicated that integrating CNN algorithms with machine learning approaches
effectively categorizes brain tumors. Nevertheless, the accuracy of their findings remains
inferior to the methodology applied in this study. Table 4 illustrates the comparative ac-
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(a) (b)

Figure 8: Training performance graph of the Inceptionv3 model without preprocessing.

curacy of multiple brain tumor detection studies employing artificial intelligence technolo-
gies.

Table 4: Comparison of proposed method with existing approaches

Paper Method Dataset Accuracy (%)
[24] VGG-16 T1-CE MRI 77.60
[25] RCNN Brain Tumor MRI Dataset 95.17
[26] ResNet-50 Brain Tumor Dataset 95.30
[27] DenseNet121 Chandrabhaga Clinic and Nursing 97.82
[28] Xception Brain Tumor MRI Dataset 98.75
[29] CNN + Six ML Techniques T1-CE MRI 96.67
[30] CNN-NADE T1-CE MRI 95.00
[31] CNN-SVM BRATS 2015 98.49
[32] CNN BRATS 2015 97.50
[33] CNN Brain Tumor Dataset 96.08

Proposed Method Brain Tumor MRI Dataset 98.5

Based on the data from Table 4, the model accuracy is higher than that of previous re-
search. A simple preprocessing solution that improves image quality and chooses the right
optimizer is essential to high precision. Possible future developments include a method of
classifying several types of brain tumors, such as pituitary, meningitis, and glioma tumors,
using the method of this research.

5 Conclusion

This study successfully developed a Model for brain tumor classification using the Pre-
Trained CNN model. The test results showed that the proposed Model has an accuracy
of 98.5%, with precision, recall, and F1-score levels of 98.1%, 99%, and 98.5%, respectively.
This result indicates that CNN can effectively capture visual feature patterns in the Brain
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Tumor MRI dataset. The main contribution of this study is to prove that using CLAHE and
median blur can improve Model performance. Median blur and CLAHE Enhanced Image
Quality have been proven to increase Model accuracy by 14.5%. However, this study has
several limitations, including the need for high computational resources and suboptimal
performance on datasets with limited training data. For further study, it is recommended to
explore transfer learning or data augmentation approaches to improve Model performance,
especially on small-scale datasets. In addition, developing more computationally efficient
models can be a focus to improve usability in real-world scenarios.
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