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Abstract — Arrhythmia is a condition in which the rhythm of the heartbeat becomes irregular. This condition in 

extreme cases, can lead to fatal heart attack accidents. Therefore, to reduce heart attack risk, appropriate early 

treatments should be conducted right after getting results of the Arrhythmia condition, which is generated by 

electrocardiography ECG tools. First, however, reading ECG results should be done by qualified medical staff in 

order to diagnose the existence of arrhythmia accurately. This paper proposes a deep learning algorithm method 

to classify and detect the existence of arrhythmia from ECG reading. Our proposed method relies on Convolutional 

Neural Network (CNN) to extract feature from a single lead ECG signal and the Gradient Boosting algorithm to 

predict the final outcome of single-lead ECG reading. This method achieved an accuracy of 96.18% and minimized 

the number of parameters used in the CNN Layer. 
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I.  INTRODUCTION 

Based on data from Riset Kesehatan Dasar 
Indonesia in 2018, it is believed that 1.5% of the 
Indonesian population or 2.784.064 individuals were 
affected with cardiovascular disease [1]. In addition, 
85% of death caused by cardiovascular disease was due 
to heart attack or stroke which was one of the extreme 
cases of fatal cardiac arrhythmia. The cardiac 
arrhythmia itself is when heartbeat rhythm becomes 
irregular, either faster or slower than normal. However, 
the cardiac-arrhythmia can be prevented with early 
detection and medication of cardiac arrhythmia with the 
help of correct and accurate Electrocardiography 
(ECG) reading. 

The ECG is a method to record heart activity 
represented by a graph of voltage and time. This method 
is readily available and can be used as a diagnostic tool 
to help diagnose heart arrhythmia. However, reading 
the ECG result and determining the arrhythmia 
conditions is sometimes quite challenging and time-
consuming even for the qualified medical staff [2],[3]. 
Therefore, many automated methods have been 
proposed to shorten and simplify the process of ECG 
reading with the help of the Machine Learning (ML) 

algorithm, specifically the Deep Learning (DL) 
method. 

The DL, i.e., a subfield of ML, has been a popular 
method to solve the ECG reading problems because of 
its ability to extract features from raw data without 
human supervision. Furthermore, the DL method can 
provide high scalability of data analyses driven by huge 
size of patient datasets, including various types of 
features [4]–[7]. Several previous works employ the DL 
method and its subtypes for creating classification 
models. One of those works is Murat et al. [8], 
concluding that the CNN was more favorable among 
other DL subtypes due to its low computational cost and 
fast training-time of the CNN model. 

In addition, the usage of the CNN model can further 
be improved by augmenting and preprocessing the 
datasets, as shown by Acharya et al. [9]. They show that 
a skewed or imbalanced dataset could negatively affect 
the overall performance of a CNN model, and a well-
balanced dataset could result in a less biased model with 
higher overall performance. 

Meanwhile, Kachuee et al. [10] found that the CNN 
model can be used as a base to train other classifications 
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with different datasets and able to yield a satisfactory 
result to classify the said datasets. Thus, this model 
opens up the possibility of using a pre-trained model or 
a part of it to construct a better model. 

Other than the DL-CNN methods, some proposed 
methods use a conjunction of the ML algorithms. For 
example, one of the researches conducted by Batra and 
Jawa [11] uses a combination of Support Vector 
Machine (SVMs) as a classifier and Gradient Boosting 
as a feature selection. The experiment shows that their 
maximum experimental accuracy can achieve up to 
84.82%, which is rather low than the DL-CNN method. 
However, it is possible to improve a model when the 
task to classify, and feature selection is separated into 
two different models. 

This possibility has been proven by Hong et al. [12] 
in their research paper when they combine a Deep 
Neural Network (DNN) and gradient boosting 
algorithm, specifically the XGBoost. Their experiment 
shows that they can reach an accuracy of 91.17% and 
conclude that this method was more flexible and 
effective. 

The XGBoost uses a boosted decision tree (BRT) 
that has a better speed and performance than other 
gradient boosting methods. Furthermore, the BRT 
improves the performances of a single model by fitting 
many models and combining them into one for a 
prediction. That is to say that the BRT is a combination 
of two algorithms which is a regression tree (decision 
tree) for classification and a regression tree for a group 
of models to boost and combine many models [13], 
[14]. 

According to the previous works, this paper uses a 

single lead ECG signal from the MIT-BIH Arrhythmia 

database as an input and a DL CNN method to extract 

features from the single-lead ECG reading and also use 

a gradient boosting algorithm to predict the final 

outcome of single-lead ECG reading with the input of 

intermediate output of the CNN model. Therefore, this 

model can increase accuracy and reduce the number of 

parameters used in the CNN model, resulting in higher 

performance of a model concerning the traditional CNN 

model. 

II. RESEARCH  METHODS  

A. Dataset 

The dataset used in this paper comes from a 
processed PhysioNet MIT-BIH Arrhythmia Databases. 
The raw dataset consist of ECG Recording at the 
sampling rate of 360 Hz from 47 different subjects, with 
each beat annotated by at least two cardiologists [15]. 

This raw dataset then goes through signal 
preprocessing by Kachuee et al. [10] by extracting, 
cropping, and zero paddings each individual beat to a 
certain length, making them a single labeled lead ECG 
beats dataset. 

This labeled ECG beats dataset comprises of 

109.446 samples of identical lengths beats that further 

differentiated into 5 classes as seen in Table 1, with the 

majority of samples going to class 0 with 82.8% 

samples and the lowest goes to label 3 with 0.7% 

samples. We can conclude from this that the data in the 

dataset is clearly bias to label 0 and highly imbalanced. 

Table 1. Summary of Dataset 

Classes Heartbeat type 
Number of 

Sample 

0 Non-ectopic (N) 72.471 

1 Supra ventricular ectopic (S) 2.223 

2 Ventricular ectopic (V) 5.788 

3 Fusion (F) 641 

4 Unknown (Q) 6.431 

Total 109.446 

 

B. Proposed Method 

a) Preprocessing 

Before training our model, there should be 

several steps of the dataset preprocessing. This 

step, as described below, is done to prepare and 

process the data so it can be used to train the model 

with higher accuracy and lower biases. 

First, the data from dataset is split into 2 types: 

test data and train data. As for the proportion of the 

data, 80% of the total data becomes training data, 

and the rest becomes test data. This splitting 

ensures that the same dataset can be used to train 

and test or validate the trained model. 

After that, the training data that has been split 

will now be resampled. The data resampling is 

done because the dataset was highly unbalanced 

and biased to class 0 heartbeat. This can cause the 

trained model to also be more biased to class 0 

heartbeat. To solve this, we will use oversampling 

and undersampling. These methods are to resample 

the train data and eventually achieve balanced train 

data. In addition, the following methods can also 

assure that no bias occurring for the trained model. 

Oversampling is a method to add new samples 

into minority classes to balance the dataset, and this 

can be done by replicating existing minority 

samples to a certain amount. This method will be 

applied to class 1 and class 3 beat.  

The undersampling method is the opposite, 

which reduces the number of samples in the 

majority class by choosing a certain number of 

samples from the whole [16].  In this paper, 

undersampling will be used to class 0 and 4. 

For both oversampling and undersampling, the 

number of samples chosen is 5000 data. This is 

because 5000 was considered a middle ground to 

not replicate too much data from the class 3 beat. 

However, at the same time, also maintain a big 

enough train data to ensure the best training. This 

step will result in the total train data being reduced 

to 25.788 data. 
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b) CNN Model Architecture 

After preprocessing the dataset, we can build 

the architecture of our CNN model. There will be 

two main blocks in our CNN architecture, which are 

the convolutional block and the fully connected 

block. 

Figure 1 shows the proposed CNN model after 

training the dataset with several architectures and 

parameters. The convolutional block comprises 2 

1D Convolutional Layers, which include the 

convolutional layer and its activation function, 

which is ReLu layer, followed by a 1D Max Pooling 

layer, and finished with the dropout layer. 

For the fully connected block, the output of the 

convolutional block will first be flattened then it 

will be passed to the dense layer. The first dense 

layer will be called My Dense. As for the second 

dense layer it will eventually result from the output 

of classification. The parameters used in CNN 

model training can be seen in Table 2. 

Table 2. Parameters of CNN Training 

Parameter Values 

Optimizer 
Adam Optimizer 

(Learning Rate = 0.001) 

Loss Sparse Categorical Cross Entropy 

Metrics Accuracy 

Epoch 20 

 

c) CNN-XGBoost Model Architecture 

In training the XGBoost model, the output of 

the My Dense layer will be fed into the XGBoost 

model. However, unlike the proposed CNN method 

as shown in Figure 1, the process is done by cutting 

the CNN model training process up to My dense 

layer, in which this kind of CNN model is called an 

intermediate model. Then, the output of the 

intermediate model, i.e., intermediate output, is fed 

into the XGBoost model, as shown in Figure 2. 

Eventually, the parameters used in the proposed 

XGBoost model are listed in Table 3. 

Table 3. Parameters of XGBoost Training 

Parameter Values 

Booster Gbtree 

Objective Multi: Softprob 

Learning Rate 0.3 

n_estimators 100 

 

d) Performance Evaluation 

After the model has been successfully 

developed, there should be an evaluation to 

conclude whether the developed model has reached 

a satisfactory result or need to be developed further. 

This step can be done by predicting the test data that 

has been split in the previous preprocessing. The 

parameters that can help evaluate the model are 

Accuracy, Recall, Precision, and F1-Score. Those 

 

Fig. 1. Architecture of the proposed CNN Model 

 

Fig. 2. Architecture of the proposed CNN XGBoost Model 

 

 

 

Parameter Values 

Optimizer 
Adam Optimizer 

( Learning Rate = 0.001) 

Loss 
Sparse Categorical 

Crossentrophy 

Metrics Accuracy 

Epoch 20 
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parameters can be calculated by using the following 

equations:  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

III. RESULTS 

The following data have been acquired from several 
iterations with different convolutional blocks, learning 
rates, and integration of the XGBoost model. 

Table 4 shows a comparison of accuracy from 
different models with different numbers of 
convolutional blocks. It can be concluded that 2 
convolutional blocks with the addition of the XGBoost 
model are the most efficient number and should be used 
as the main classification model. 

We can further see the impact of XGBoost 

integration from the classification report of the main 

model in Table 5 for the pure CNN model and Table 6 

for the CNN XGBoost model, specifically for class 3 

which increase considerably in the CNN XGBoost 

model from pure CNN model. 

Table 4.  Comparison of Accuracy 

 

Accuracy 

CNN  

Model 

(Fig.1) 

CNN XGBoost 

Model 

(Fig.2) 

2 Conv. Blocks 94.33 % 96.18 % 

3 Conv. Blocks 92.09 % 95.50 % 

4 Conv. Blocks 90.11 % 95.86 % 

5 Conv. Blocks 81.75 % 93.37 % 

 

Table 5.  Classification Report of CNN Model (Fig.1) 

Classes Precision Recall F1-Score 

0 0.99 0.94 0.97 

1 0.49 0.87 0.63 

2 0.86 0.95 0.90 

3 0.30 0.91 0.45 

4 0.95 0.99 0.97 

 

Table 6.  Classification Report of CNN XGBoost Model (Fig.2) 

Classes Precision Recall F1-Score 

0 0.99 0.97 0.98 

1 0.58 0.85 0.69 

2 0.88 0.95 0.91 

3 0.57 0.85 0.68 

4 0.96 0.98 0.97 

Fig. 5. CNN XGBoost Model Confusion Matrix 

 

Fig. 4. CNN Model Confusion Matrix 

 

Fig. 3. System Process Diagram 
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In Figure 3, we can see the prediction process 

starting from an input of raw ECG signal. Next, we can 

do signal preprocessing to make the ECG signal 

suitable for the input of the intermediate CNN model. 

Then, the output of the intermediate CNN model will 

be treated as input for the XGBoost model that will 

predict the final label. Finally, we can further convert 

the label into readable a format. 

Figure 4 and Figure 5 are the confusion matrix of 
the Pure CNN model and CNN XGBoost model, 
respectively. From these figures, we see the difference 
in prediction between the CNN and the CNN XGBoost 
models and measure the precision, recall, and f1-score. 

 We can also see the main CNN model training 

evaluation in Figure 6 for the accuracy and Figure 7 for 

the loss. Those figures show that the increase of 

accuracy and loss in training is stable and we can 

conclude that 20 epoch is suitable for training the 

model. Furthermore, we can also see the different, 

learning rate made for this model in Figure 8, where the 

learning rate of 0,001 perform better than the default 

learning rate of the Adam optimizer which is 0,01, as 

such we can conclude the learning rate of 0,001 is better 

for this model. 

 

IV. DISCUSSION 

Based on the result that has been shown previously. 
Integration of gradient boosting algorithm, specifically 
the XGBoost, is shown to boost the overall performance 
of a pure CNN model. This can be seen in Table 4. A 
few iterations of the pure CNN model with different 
number of convolutional blocks shown to has an 
increase in accuracy with the most significant increase 
for the 5 convolutional block which increase from 81.75 
% to 93.37 %. 

We can also see the overall increase in performance 
in Table 6, which show that integration of XGBoost 
could also increase the overall classification score, 
including accuracy, precision, recall, and f1-score.  

Furthermore, we could also refer to Figures 3 and 4, 

where the confusion matrix for both the pure CNN 

model and the XGBoost CNN model are presented, and 

notice that the number of correct predictions is 

increased. Conversely, the number of false predictions 

is decreased. 

V. CONCLUSSION 

 Based on the research that has been done in this 

paper, we can conclude that the addition of the 

XGBoost model into the CNN model can improve the 

overall performance of  a constructed model. With the 

most improvement achieved by a sub-optimal CNN 

model, this can help improve the bad CNN model or a 

CNN model that was designed to be lighter for the 

purpose of low-computational device hence lowering 

the number of parameters used in the model. 

 In the future, it would be interesting if this method 

could be developed and used to improve a model. It is 

designed to be used on a low-computational device to 

see the improvement that it can achieve and the effect 

of computational need that may raise by adding an 

XGBoost model. 
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Fig. 6. Main CNN Model Accuracy Evaluation 

Fig. 7. Main CNN Model Loss Evaluation 

 

Fig. 8. Main CNN Model Accuracy Evaluation for different 
Adam Learning Rate 
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