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Abstract —Breast cancer is a serious disease and one of the most fatal diseases in the world. Statistics show that breast cancer 

is the second common cancer worldwide with around two million new cases per year. Some research has been done related to 

breast cancer, and with the advancements of technology, breast cancer can be detected earlier by using artificial intelligence or 

machine learning. There are popular machine learning algorithms that can be used to predict the existence or recurrence of 

breast disease, for example, k-nearest neighbor (kNN), naïve bayes, and support vector machine (SVM). This study aims to 

check the prediction of breast cancer recurrence using those three algorithms using the dataset available at the University of 

California, Irvine (UCI). The result shows that the kNN algorithm gives the best result in terms of accuracy to predict breast 

cancer recurrence. 
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I.  INTRODUCTION 

Breast cancer is known as a fatal disease, especially 

for women. World Health Organization (WHO) reports 

that globally, there are about two million breast cancer 

new cases and causing more than 600,000 deaths in 

2018 [1]. The treatment of breast cancer takes years and 

effort, from the diagnosis, surgery (if needed), and 

therapy (radiation, chemotherapy, and medicines) [2].  

Meanwhile, in developing countries like Indonesia, 

the number of doctors and general practitioners is still 

low. Statistics show that the ratio of doctor and 

population is 0.4 doctor per 1000 population [3], the 

second-worst in South East Asia. This condition urges 

healthcare researchers to innovate in terms of 

improving people’s healthcare, with the use of 

technology. 

There are a lot of studies related to healthcare 

technology, for example [4,5] discussed the 

implementation of heart disease prediction system. 

They can detect the type of heart disease of a patient 

using the k-nearest neighbor (kNN) machine learning 

algorithm. Similar to this, another research offered a 

heart disease prediction system using a Hybrid Random 

Forest with a Linear Model (HRFLM) [6]. Meanwhile, 

[7] utilized data mining algorithms like kNN and 

Bayesian to predict diabetes disease of some patients. 

For breast cancer disease, research [8] studied about 

prediction system of benign or malignant breast cancer 

using data mining techniques like naïve bayes, RBF 

Network, and J48 Decision Tree, while  [9] still studied 

the same topic but using five different machine learning 

algorithms: C4.5, support vector machine (SVM), naïve 

bayes, and kNN. 

This study discusses how breast cancer can be 

detected in terms of its recurrence using three popular 

machine learning algorithms: kNN, naïve bayes, and 

SVM. These algorithms are selected since they are 

robust and recognized as top algorithms frequently used 

in machine learning research [10,11,12,13]. The dataset 
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used for this study is from the University of California, 

Irvine (UCI) which available on the Internet [14]. The 

dataset consists of 286 records and will be analyzed 

using those three algorithms to be checked from the 

accuracy and speed aspects.  

This paper is organized as follows: Section 1 for the 

introduction, Section 2 is about research method, 

Section 3 is the result, Section 4 is for discussion, and 

Section 5 provides the conclusion. 

II. RESEARCH  METHODS  

A. Dataset 

The dataset used in this research is taken from UCI 

Irvine (286 records) with attributes listed in Table 1.  

Table 1. UCI irvine breast cancer dataset attributes 

Num Attribute Data Type 
Complete/ 

Incomplete 

1 Age Range (10) Complete 

2 Menopause 
Options (ge40, 

let40, premeno) 
Complete 

3 Tumor size Range (5) Complete 

4 Inv-Nodes Range (3) Complete 

5 Code-Caps Binary (Yes/No) Complete 

6 Deg-Malig Options (1,2,3) Complete 

7 Breast Binary (Left/Right) Complete 

8 
Breast-
Quad 

Options Complete 

9 Irradiat Binary (Yes/No) Complete 

10 Class 
Binary 
(Recurrence/No) 

Complete 

B. Data Preprocessing 

For analysis purposes, the data contents should be 
reformatted. For example, the data type “range” should 
be converted to a median number. For the “Age” 
attribute which originally is grouped by 10 years range 
(for example 0-9, 10-19, 20-29, and so on), the median 
value is taken so it can be calculated by Weka 
(converted to 5, 15, 25, and so on). Table 2 shows the 
attribute data after being converted. 

Table 2. Dataset after reformatted 

Num Attribute Data Type 
Complete/ 

Incomplete 

1 Age Median of range Complete 

2 Menopause Category (1,2,3) Complete 

3 Tumor Size Median of range Complete 

4 Inv-Nodes Median of range Complete 

5 Code-Caps Binary (0/1)  Complete 

6 Deg-Malig Category (1,2,3) Complete 

7 Breast Binary (0/1) Complete 

Num Attribute Data Type 
Complete/ 

Incomplete 

8 Breast-Quad Category (1,2,3,4,5) Complete 

9 Irradiat Binary (0/1) Complete 

10 Class Binary (0/1) Complete 

C. Data Processing 

The data are now ready to be processed with the 

Weka tool. Weka is a popular and free data mining tool 

created by The University of Waikato [15]. The Weka 

settings for dataset evaluation are shown in Table 3. 

Table 3. Weka settings used for data analysis 

Method Options 

kNN 

• 10-fold cross validation. 

• k value from 1 to 9 (trial & error). 

• distanceFunction: Euclidean 
• distanceWeighting: No. 

• nearestNeighbourSearchAlgorithm: 
LinearNNSearch 

naive bayes 10-fold cross validation 

SVM 

• 10-fold cross validation 

• Calibrator: Logistic 

• filterType: normalize training data 
• kernel: PolyKernel 

 

The overall flowchart of the research method is 

depicted in Fig.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Flowchart of the research method 

Start 

Data Collection: 9 attributes 
- Age (Range) 

- Menopause (Options) 

- Tumor size (Range)  
- Inv-Nodes (Range) 

- Code-Caps (Binary) 

- Deg-Malig (Options) 
- Breast (Binary) 

- Breast-Quad (Options) 

- Irradiat (Binary) 

Data Reformatting:  

- Age (Median of Range) 

- Menopause (Category) 
- Tumor size (Median of Range)  

- Inv-Nodes (Median of Range) 

- Code-Caps (Binary) 

- Deg-Malig (Category) 

- Breast (Binary) 

- Breast-Quad (Category) 

- Irradiat (Binary) 

Machine learning analysis: kNN, Naïve-

Bayes, and SVM with WEKA (10-fold cross 

validation) 

End 
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III. RESULTS 

A. kNN Analysis 

The first simulation with the dataset is by using the 

kNN algorithm. Since the k value for kNN cannot be 

determined, trial and error simulations should be done 

to choose the optimum value for k to yield the best 

accuracy. In the Weka tool, we can change the k value 

by changing the configuration script as shown in Fig. 1 

below. The k parameter is written in bold font (-K 1), 

where k=1. The k value can be changed with other odd 

numbers (1,3,5,7,9, and so on) to determine the correct 

class via voting. 

By filling the k number from 1 to 9 (odd values 

only), the result is shown in Table 4. From the table, we 

can see that the best accuracy is 77.98% when the k 

value is 7. Besides accuracy, the other important 

parameter is speed. Weka tool informs that the time 

taken to build the model is 0 second (or less than 1 

second). 

As a result, kNN proves to have good accuracy in 
handling enough data and parameters and it performs 
very well with high speed, which is also shown in 
previous similar research [16]. 

 

 

 

Fig. 1. Weka configuration for changing k value (-K 1) where k=1 

Table 4. kNN analysis results 

k value Accuracy 

1 65.70% 

3 70.04% 

5 74.01% 

7 77.98% 

9 75.45% 

11 75.09% 

 

 

 

 

 

Fig. 2. Weka configuration for SVM analysis 

B. Naïve Bayes Analysis 

Using naïve bayes with Weka tool to analyze the 

data is quite straightforward. We just need to set the 

classifier setting to “naïve bayes” option. The result of 

this simulation is 73.65% of accuracy and the time 

taken to build the model is 0 second (or less than 1 

second). 

Naïve bayes proves a relatively good performance 

in analyzing simple data and binary class (recurrence 

or not) in this study, and it also performs at the fast 

speed. 

C. SVM Analysis 

In Weka tool, the SVM analysis is done by setting 

the configuration like depicted in Fig. 2. 

The result from using the SVM method shows that 

the prediction accuracy is 71.12% and the time taken 

to build the model is 0.03 second, yet it is still less than 

1 second. 

In this study, SVM shows a fair performance in 

terms of accuracy, while the speed is quite impressive. 

IV. DISCUSSION 

The Weka simulations result that the accuracy of 

kNN, naïve bayes, and SVM algorithm are 77.98%, 

73.65%, and 71.12% respectively. From the speed 

aspect, all three algorithms perform well with less than 

1 second is needed to build the model. The overall 

result is shown in Table 5. 

The result from these three algorithms is quite fair 

but still can be improved if the dataset has more than 

286 records from UCI Irvine used in this research. 

Especially if we want to use advanced algorithms like 

deep learning, which need thousands of records to 

significantly improve the accuracy.  

Table 5. kNN, naïve bayes, and SVM analysis result 

Algorithm Accuracy Speed 

kNN 77.98% <1 second 

naïve bayes 73.65% <1 second 

SVM 71.12% <1 second 

V. CONCLUSION 

Nowadays, research about disease prediction is 

getting more attention, with the help of machine 

learning algorithms. kNN, naïve bayes, and SVM are 

some of frequently used algorithms. In this study, those 

three algorithms are used to predict the recurrence of 

breast cancer disease. A dataset from UCI Irvine which 

has 286 records is used, consists of 9 attributes and 1 

binary class (recurrence or not). The result shows that 

kNN has the best performance with 77.98% accuracy 

and less than 1 second speed, followed by naïve bayes 

(73.65% accuracy and less than 1 second speed) and 

SVM (71.12% accuracy and less than 1 second speed). 

For future works, the deep learning method can be 

used to do the analysis but possibly the amount of data 

needed should be added to achieve good accuracy. 
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weka.classifiers.lazy.IBk -K 1 -W 0 -A 

"weka.core.neighboursearch.LinearNNSearc

h -A \"weka.core.EuclideanDistance -R 

first-last\"" 

SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -

W 1 -K 

"weka.classifiers.functions.supportVector.P

olyKernel -E 1.0 -C 250007" -calibrator 

"weka.classifiers.functions.Logistic -R 

1.0E-8 -M -1 -num-decimal-places 4" 
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