KNN imputation to missing values of regression-based rain
duration prediction on BMKG data
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Abstract — The prediction of rain duration based on data from the Meteorology, Climatology, and Geophysics Agency
(BMKG) is an important issue but remains an open problem. At the same time, several studies have shown that missing
values can cause a decrease in the performance of the model in making predictions. This study proposes K-Nearest Neighbors
(KNN) imputation to overcome the problem of missing values in predicting rain duration. The source of the rain duration
prediction dataset is the BMKG data. We compared Gradient Boosting Regression (GBR), Adaptive Boosting Regression
(ABR), and Linear Regression (LR) for the regression model for predicting rain duration. We compared the KNN imputation
method with several benchmark methods, including zero imputation, mean imputation, and iterative imputation. Parameters
r2, Mean Squared Error (M SE) and Mean Bias Error (M B E) measure the performance of these imputation methods. The
test results show that for rain duration prediction using the regression method, GBR shows the best performance, both for
train data and test data with 2 = 0.915 and 0.776, respectively. Then our proposed KNN imputation has the best performance
for missing value imputation compared to the benchmark imputation method. The prediction values of r* and M SFE when

using KNN imputation at Missing Percentage = 90% are 0.71 and 0.36, respectively.
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I. INTRODUCTION

The Meteorology, Climatology, and Geophysics
Agency (BMKG) is a strategic agency in Indonesia
regarding weather whose interests extend to aviation
security [1]. The BMKG processes many weather data
with complex problems that require advanced artificial
intelligence skills, such as earthquake prediction,
fire prediction, and wind power prediction [2]-[4].
However, the prediction of rain duration based on
BMKG data is equally important but remains an open
problem.

Climate prediction using the regression method is
becoming increasingly important because it produces
crucial information to deal with future weather
conditions [S5]. Tian et al. [6] used regression to see
the relationship between soil moisture and drought.
Poddar et al. [7] used temperature, humidity, and
solar radiation parameters to predict the field crop
coefficient. Utilizing weather data such as air pressure,
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temperature, and wind speed to predict the duration of
rain can also be a research opportunity.

Previous research involved various regression
models on predictions in the climate field. Puligudla
et al. [8] used Gradient Boosting Regression (GBR)
to predict crop yields based on weather data such
as temperature and wind speed. Sena et al. [9]
used Adaptive Boosting Regression (ABR) to predict
temperature based on snow conditions, air pressure,
and surface radiation. Kim et al [10] utilized
Linear Regression (LR) to predict the relationship of
electrical energy consumption to weather data such as
temperature, humidity, and cloud shape.

Climate sensors are an important part of the weather
prediction system because their task is to pull physical
information measurements into digital information
[11]. However, one of the problems in retrieving
temperature data through sensors is missing values
[12]. Several studies have shown that missing values



can cause a decrease in the model’s performance in
making predictions [13].

Several studies have used methods for imputation
of missing values related to weather data. Sahoo et
al. [14] used K-Nearest Neighbor (KNN) imputation
for missing values for precipitation forecasting, while
Jing et al. [15] used mean imputation for missing
values in time series modeling in hydro-meteorology.
Sudriani et al. [16] used iterative imputation to
monitor data on water quality in Lake Maninjau. Yi
et al. [17] proved that zero imputation was better
than KNN imputation, mean imputation, and iterative
imputation in predicting cardiovascular, hypertension,
and diabetes. Proving that KNN imputation is better
than other imputation methods in predicting rain
duration is a research opportunity.

This study proposes KNN imputation to overcome
the missing value problem in the prediction of rain
duration. The dataset for Rain duration prediction
comes from the BMKG data. We compare GBR,
ABR, and LR as regression models for rainfall
duration prediction. We then compare the KNN
imputation method with several benchmark methods,
including zero imputation, mean imputation, and
iterative imputation. Parameters r2, Mean Squared
Error (M SE) and Mean Bias Error (M BFE) measure
the performance of these imputation methods. The use
of MSE is because it can be used to monitor the
performance of regression models.

To the best of our knowledge, there has never been
a study using regression to predict the duration of rain
on BMKG data and applying KNN imputation to the
missing value. The following are the contributions of
this research:

1) A pre-processed dataset on the BMKG dataset
that is ready to train for rain duration prediction
using Pearson Correlation Coefficient (PCC)
feature selection.

2) An application of the regression method for
prediction of rain duration using BMKG data.

3) An imputation method that maintains the
performance of rain duration prediction using
KNN imputation.

We structure the remainder of this paper
systematically: Section II discusses the research
method. Section III reports the test results. Section IV
describes the discussion of test results with benchmark
methods. Finally, section V 1is the conclusion and
presentation of the important results of this research.

II. RESEARCH METHOD

Fig. 1 shows our research methodology. First, we
explain the process of collecting the BMKG dataset
and the pre-processing that we carry out on the
data. Then we design and implement rain duration

predictions with the dataset. After that, we add the
missing values to see the durability of the prediction
model if there are missing values. The next process
is implementing KNN imputation and assessing its
performance. The final step is to discuss and report
the results.

BMKG Dataset
Gathering

Data
Augmentation
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Rain Duration
Prediction
Application

Adding Missing
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Discussion and
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Fig. 1. Research methodology.

A. Dataset and Multicolinearity Filtering

We get data from BMKG in the form of a dataset
with 13 features, one of which is rain duration, which
is the data we want to predict with regression. Table 1
shows 12 BMKG feature data. The dataset size is
13,630,082. Given our limited hardware resources, we
limit the data set size to 10,000.

Table 1. Example

No. Feature Information
Feature Name description Unit
1 rowID ID of row Integer
hpwren_timestamp Timestamp Date
and time
3 air_pressurre Air pressure hPa
4 air_temp Air temperature Celcius
5 avg_wind_direction Average wind degrees
direction
6 avg_wind_speed Average wind km/hr
speed
7 max_wind_direction | Maximum wind degrees
direction
8 max_wind_speed Maximum wind km/hr
speed
9 min_wind_direction Minimum wind degrees
direction
10 min_wind_speed Minimum wind km/hr
speed
11 rain_accumulation Rain mm
accumulation
12 | relative_humidity Relative humidity %

We evaluate first which features are suitable for the
prediction of rain duration using regression. For feature
evaluation, we use the PCC [18]. Here is the formula
for calculating PCC(r):

Sl ) ()

s Gn)




where i € n; q,r € p, x is the feature, n is the data
set size, and p is the number of features.

The PCC value ranges from -1 to 1, where a minus
value indicates a negative relation, a positive value
indicates a positive relation, a magnitude O indicates
no correlation, and a magnitude 1 indicates a strong
correlation [19]. The feature selection process excludes
features with low PCC magnitude. Then from the side
of multicollinearity, the remaining features must not
have a strong correlation with each other. Ones that do
must also be excluded [20].

B. Rain Duration Prediction with Regression Methods

We predict the duration of rain on BMKG data
using the regression method. Here we compare the
GBR, ABR, and LR methods. GBR is a regression
whose basic is boosting [21]. The boosting method
is an ensemble learning method with a series of
weak learners where the next weak learner adjusts
the misclassified data to produce a tree with a low
bias [22]. Especially for gradient boosting, adjustments
are made based on the M SE value. For example, a
prediction function is F},. Then based on the MSE
value, a created function reduces the M SE in the next
iteration, calling it the h,, function. Then the gradient
function to calculate the value of h,, is as follows:
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where Lj;sg is the loss function of MSE, x; is the
feature with index ¢, and n is the dataset size.

ABR is a method with the same boosting concept
as GBR. The difference is that instead of creating a
function based on the loss function, ABR adds weight
to the incorrectly predicted data [23]. An « variable
denotes the weight value [24]. Like GBR, this « value
adjusts to an error function E;. The function follows
the following equation:
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where F [p] is an error function, ¢ is the index of
the boosting iteration, and h (x;) is the function that
returns incorrectly predicted data.

Finally, LR is a regression in which the dependent
and independent variables have a linear relationship
[25]. For example, there is a dataset with the notation
Yis 41, - - -, Typ Where x is the independent variable, y
is the dependent variable, p is the number of features,
then n is the dataset size. The following equation states
the LR formula:

Yi = Bo + Prxin + - + BpTip + €
=zl'B+e; ’
where ¢ € n, index T is the transpose notation, [ is
the intercept of each feature, and ¢ is the error of the
linear mapping between each dependent variable and
its independent variable [26].
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C. KNN Imputation for Missing Values

In the concept of KNN imputation, a missing value
is estimated based on its K-nearest neighbors. The
neighbor distance with a missing value is calculated
by the modified Euclidean distance (D) formula as

follows:
D =\Jwx (m; —x;)°, i €, )

where x is the dataset, m is the dataset of items with
missing data, p is the number of features of the dataset,
and w is the weight, where the formula to get w is as
follows:

amount of features

(6)
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then the imputed data is the average of the K smallest
D results [27].

D. Benchmark Methods and Measurement Metrics

We compare the KNN imputation method with
several other imputation methods, including zero
imputation, mean imputation, and iterative imputation.
Zero imputation is a very simple imputation method.
The method is to replace the missing data with the
number 0. Although simple, this method has proven
to significantly affect the performance of estimation
models, for example, on imputation in RNA gene data
[28].

Mean imputation is replacing missing values with
the average of non-missing values. Jamshidian et
al. [29] stated that mean imputation could damage
an estimation model because the variance deviates far
from the expected variance. In comparison, iterative
imputation is a process that considers missing data in a
feature as a function of the value of other features [30].
The iterative imputation name is because the process
repeats for each feature.

We use several regression testing metrics in this
study, namely r2, MSE, and M BE. The value of r2
is the squared value of the result of Equation (1). The
value range is from O to 1. Results closer to 1 show
that the regression model has good performance, the
opposite if it is close to 0. While the M SE formula
is as follows:

MSE = %Z (x - 5)2 7

i=1

where n is the dataset size, x; is the actual value, and
Z; is the predicted value. Then the M BE formula is
as follows:

1 n
MBE:—E i — T 8
- T x (8)
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III. RESULT

The first test is feature selection based on
the PCC value. Fig. 2 shows the heatmap of
the PCC calculation results against the BMKG

dataset. Several features are eliminated based
on multicollinearity, namely avg_wind_speed
and min_wind_speed because they correlate
with maz_wind_speed, which has the largest

correlation with rain_duration of the three. Then
max_wind_direction and min_wind_direction are
also eliminated because they have a large correlation
with avg_wind_direction, which has the largest
correlation with rain_duration. The selection
process also eliminates the rain_accumulation
feature because it is an independent value related
to rain_duration. Finally, the process eliminates
air_temp because it has a large correlation with
air_pressure, which has a greater correlation with

rain_duration.
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Fig. 2. PCC of BMKG dataset features.

The next test compares the performance of the three
regression methods in predicting the duration of rain.
Fig. 3 and Fig. 4 show the results. Fig. 3 is the result
of testing r2 for train data and test data from GBR,
ABR, and LR. GBR shows the best train and test data
performance with 72 = 0.915 and 0.776, respectively.
On the other hand, LR is the regression method with
the worst performance for both train and test data with
r2 = 0.114 and 0.119, respectively. The performance
of train data and ABR test data are r2 = 0.385 and
0.374.

Fig. 4 shows the comparison of M SE results from
the three regression methods. GBR has the smallest
MSE, with a value of 0.327. Otherwise, LR has the
largest M SE with a value of 1.052. The M SE ABR
value is 0.791.

The last test is to apply the missing value and
compare the performance of KNN imputation with
benchmark methods. Fig. 5 to Fig. 7 show the results of
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Fig. 3. The 72 value comparison of regression methods on predicting
rain duration based on BMKG data.
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Fig. 4. The MSE value comparison of regression methods on
predicting rain duration based on BMKG data.

comparing imputation methods regarding their changes
to the missing percentage. Based on the value of r? and
the M SFE value, KNN imputation is better than other
imputation methods in maintaining GBR performance
by predicting rain duration. The r? and M SE KNN
imputation values at Missing Percentage = 90% are
0.71 and 0.36, respectively. Meanwhile, the r2 for
mean, zero, and iterative imputation values are 0.62,
0.44, and -1.00, respectively. Lastly, the mean, zero,
and iterative imputation’s M SE values are 0.47, 0.70,
and 2.48, respectively.

IV. DISCUSSION

This study builds a regression method to predict
rain duration. To optimize the regression results, we
perform feature selection using PCC. This process
reduces the features from 12 to 4 and is proven to
increase 72 from 0.91 to 0.92. Several studies have
shown that similar improvements can be made in other
cases [31]. The contribution of this paper is a dataset
from PCC feature selection that provides more accurate
regression predictions.

We compare several regression methods to obtain
the best rain duration prediction performance. The test
results show that GBR is better than ABR and LR.
Several studies have shown similar results, where the
reason is that GBR is more robust against outliers



than ABR [32]. The contribution of this paper is
the optimum regression method for predicting rain
duration based on BMKG data.
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Fig. 5. Test data r? score by missing percentage performance
comparison of regression prediction on imputation methods.
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Fig. 6. M SE score by missing percentage performance comparison
of regression prediction on imputation methods.
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Fig. 7. M BE score by missing percentage performance comparison
of regression prediction on imputation methods.

In this study, we proved that the KNN imputation
performance outperformed the other three imputation
methods in terms of r? and MSE. Paper [29] said
that implementing mean imputation is not good for
estimation because it changes the variance. However,

in our observations, although not as good as the
KNN imputation, the mean imputation is still better
than the iterative imputation and zero imputation. The
contribution of this paper is an optimum imputation
method for missing values in rain duration prediction
using BMKG data.

For future works, the direction of this research is
imputation in the real-time domain for BMKG data.
Several studies have been directed here in maritime
machinery and traffic, both of which emphasize the
importance of real-time imputation in some cases [33]
and [34].

V. CONCLUSION

We developed a regression model to predict rain
duration with BMKG data. The model includes an
imputation method to fill in the missing values while
maintaining the predictive model’s performance. We
propose KNN imputation for the imputation method.
We compare the method with several benchmark
methods, namely zero, mean, and iterative imputation.
The test results show that for rain duration prediction
using the regression method, GBR shows the best
performance, both for train data and test data with r2 =
0.915 and 0.776, respectively. Then our proposed KNN
imputation has the best performance for missing value
imputation compared to the benchmark imputation
method. The r? and M SE KNN imputation values
at Missing Percentage = 90% are 0.71 and 0.36,
respectively.
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