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Abstract — Indonesia is the largest tea-producing country in the world. With the large area of tea plantations, it is difficult for
the planters to monitor and estimate harvest time. Therefore, drone technology, or unmanned aerial vehicle, is needed. Image
results obtained by drones can help estimate the harvest period that occurs. Tea leaf classification using the orthomosaics
stitching imagery from aerial photographs based on the convolutional neural network. In this study, we took a sample of
20 hectares. The image classification was grouped based on 5 types: ready-to-harvest tea leaves, medium tea leaves, old tea
leaves, and environmental conditions impacting crop yields. The success of image recognition is shown in the error matrix
data by testing 123 random points spread across the map, where 113 random points were identified with an average accuracy
of 91.87%. This value is certainly very good and exceeds the specified success threshold of 75%.
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I. INTRODUCTION

Indonesia is one of the largest tea-producing coun-
tries in the world, with total tea production reaching
more than 100,000 metric tons per year, with a plan-
tation area of 112,308 ha (hectare) in 2020. Such an
area is still an obstacle when the harvest season arrives.
This is because planters in Indonesia still use manual
methods in harvesting the tea they get, which has an
impact on the estimated number of harvests that can be
obtained and many of the trees that lack nutrients and
monitoring from planters, which results in a decrease
in the number of trees each year.

In previous research, we managed to make a moni-
toring drone that is useful for taking aerial images to be
mapped. Still, our previous research only focused on
the map quality of the drones we tested. As the largest
tea-producing country in the world, with a very large
area, tools are needed to help monitor the tea plantation
area as a whole. Unmanned Aerial Vehicle (UAV)
washing was chosen as the solution for the monitoring

process. Calculating the optimal flight path is necessary
to produce good-quality images and influence power
consumption. The algorithms proposed in this study
are Dynamic Programming and Kruskal’s Algorithm.
The application of these two network algorithms is
expected to find the optimal path in aerial photography.
Experimental results show that the algorithm produces
the optimal path, and the power consumption is more
efficient than conventional lines. Image data obtained
while monitoring tea plantations produce high-quality
images, with an accuracy of each map above 90%
and an error assumption below 5%. Currently, image
classification is widely used in the field of remote
sensing to monitor objects, land contours, mineral
resources, and many others. This classification method
is even used before planning a project to be worked
on.

The purpose of this study was to classify images
based on maps generated by drones in previous studies
[1]. The method used is Convolutional Neural Net-
works (CNN) to identify the parameters seen, namely
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the condition of the tea leaves, estimated yields ob-
tained, and monitoring areas where no trees are caused
by tree death. In this study, we took a sample of 20 ha.
CNN will be used as a method to identify each image
sample on the map used. The CNN takes advantage
of the convolution process by moving the convolution
kernel (filter) of a certain size according to the object
samples used in this study. Parameters classified are
young tea leaves, middle tea leaves, old tea leaves,
roads, and damaged areas. After the sample is obtained,
the system will calculate the appropriate information
based on the similarity of the sample given and classify
it according to the group [2], [3].

For a better understanding, the rest of this paper is
organized as follows. Section II discusses the related
work and the proposed method, while the experimental
results are presented in section III. Finally, the conclu-
sion is shown in section IV.

II. RESEARCH METHOD

This section discusses related work, proposed
method, image sampling with UAV, orthomosaics
stitching maps, sample classification, and convolutional
neural network.

A. Related Work

Our previous research investigated the workings of
drones to take pictures in the air. Still, in this study,
we only focused on the flight path of the drone and the
parameters measured, namely the power consumption
of the drone and the flight path of taking pictures. At
the time of sampling images in the air, the results ob-
tained from the study were only limited to an ordinary
map, as shown in Fig. 3. Therefore, in this follow-up
study, we tried to develop in terms of images that had
been obtained during previous research by focusing on
image classification and image stitching.

B. Proposed Method

To get perfect results, research will utilize the image
of the UAV as the basis of the map, which will later
be combined or stitched together images.

The mapped image results undergo an image clas-
sification process to determine the information in the
map and classify it by type. The area of the tea
plantation tested was 20 ha, and the threshold of the
images captured by the UAV was 5% of the total
captured area of about 1 ha. If an image produced
by a UAV has more than 5% error, it does not meet
the requirements for classification. This error bound is
determined based on the capture performance of the
drone camera when captured in Fig. 2. The resolution
used is 4096 x 2160 for each image captured by the
drone.

Classifying tea plantation areas and estimating the
yields obtained are the aims of this study. Fig. 1 shows
the classification process that took place during this

study. Breaks this into five steps to convert drone
imagery to base map format. Then proceed to the first
process of stitching the image onto the map using the
orthomosaic method. The second stage is image clas-
sification based on the type of information contained
in the card. The third stage is multiplying the image
with a mask or filter using convolution calculations.
The fourth step is identifying the classification results
obtained and calculating the areas found. Finally, the
last stage is Stage 5, which makes the classification
results of the card’s class.

C. Image Sampling with UAV

The images were taken using a quadcopter UAV
with a drone height of 80m. This height is determined
based on the calculation of power consumption in
previous research. The UAV takes each sample from
the image determined by the program [4]. The results
obtained from each experiment have a resolution of
4096 x 2160 for each image. This experiment was
carried out 10 times by looking at the map results
obtained, as shown in Table 1. The area that can be
taken by the UAV is 75 m2 x 75 m2, as can be seen
in Fig. 2.

Table 1. Total Image Results Obtained by UAV Altitude 80M
Previous Research

1 2 3 4 5 6 7 8 9 10
126 122 118 118 125 127 128 126 122 127

D. Orthomosaics Stitching Maps

Orthomosaics is a method of image stitching that
utilizes aerial photographs made of mosaics. The mo-
saic itself is a photo arranged based on the flying
direction of the drone with a path that does not form a
loop and has been calculated beforehand. The results
of the photos obtained have been corrected in terms of
geometry with a uniform scale in all areas and a fixed
distortion value [5]–[7].

The image data was obtained as part of the camera
capture from the UAV according to the flight pattern
used. In general, the stitching process is divided into
several stages. Judging from (1), the first step is to use
the image pixels taken by the UAV by equating the
shooting motion of the UAV so that the images will be
arranged in order. Then, the second step is to determine
the spatial transformation and simultaneously wrap the
target image into the reference image [8].

The last step is to cut and blend the images in
an arrangement that matches the order they were
taken, as shown in Fig. 2. Our image merging process
only focuses on the information achieved when it has
become a map with high-quality resolution and perfect
precision. The map that has been generated will be
calculated by CNN for the next stages of finding
the classification of tea leaves. The results of the 10
experiments that have been carried out are selected
maps that have errors that do not exceed 5%, as shown
in Fig. 3. In the image stitching phase, we have to sort
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Fig. 1. Diagram classification process.

Fig. 2. Camera radius.

the pictures according to the order in which they were
shot while in the air to get the required matching point.
It is known that the input images and the match point
xi = (xi, yi)T, yi = (x

′
i, yi

′
)T, i = 1, ...N homo-

graphic transformation between two images y = h(x)
can be represented as (1) and (2):

hx(x) =
h1x+ h2y + h3

h7x+ h8y + h9
(1)

hy(x) =
h4x+ h5y + h6

h10x+ h11y + h12
(2)

where hx and hy: is a sequence of images from the
drone that is stitched into a map using orthomosaic,
namely stitching images based on the sequence of im-
ages taken by the drone starting from h1x+ h2x. . . .n

E. Sample Classification

After the process of stitching the image into a map,
the next step is to classify the image in order to
separate the information contained in the map. This
process has several stages, including taking samples
from each part of the map; and grouping the sample
results according to the information that has been
determined. Such as ready-to-harvest tea leaves, middle
tea leaves, old tea leaves, and damaged plantation areas
[9], [10].

The classification used is the guided classification
Maximum Likelihood Classification (MLC). In classi-
fication using MLC, this practice area should be used
to see the statistical characteristics of each classified
category. The classification process with MLC is based
on calculating the probability density for each land
cover category. Probability calculation, also known as
probability, aims to find pixels of a class, which can
be described using (3):

P (i|x) = (P (x|i)P (i)

(P (x)
(3)

where P (i|x) is the conditional probability of a class,
which is calculated provided that the vector x is uncon-
ditional, while P (x|i) is the conditional probability of
the vector x, which is calculated by the unconditional
vector, P (i) itself means the probability of class I
emerging from an image, and P (x) is the probability
vector x.

Region of interest (ROI) is a way of taking samples
from map results that have been done with the previous
image stitching process. This stage is carried out by
looking at the results of visual image interpretation,
namely high-resolution maps, and monitoring the re-
sults of the ground check survey. This process is
carried out to determine the amount of information
from the conditions to be classified. One point of the
ground check can represent one type of classification
information. The number of sample polygons taken
in this study is at least 3 polygon samples, and in
each polygon, there are at least 9 image pixels with
similarity and color uniformity. If the color is different,
it will impact the classification process [11], [12].
Based on the results of the ground check, five different
types of information were obtained, as shown in Table
2.

F. Convolutional Neural Network (CNN)

In this study, CNN utilizes the convolution process
by moving a convolution filter into the map. After that,
this approach generates new representative information
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Fig. 3. Illustration of stitching images.

Table 2. Ground Check and Type of Information
No On Maps Ground Check Type Information

1 Harvest time tea

2 Middle leaf tea

3 Old leaf tea

4 Ground

5 Road
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by multiplying the part of the image with the filter used
and the sample from the classification [15], [16].

Each sample image obtained at the sample classifi-
cation stage is used as input to produce a classification
object. Whenever the object’s position appears on the
map, it will be marked as the same unit. This process
is carried out for all parts of each image that has been
obtained in Table 11. Thus, each part of the image
in the map will have the same multiplier factor, or in
the context of a neural network, referred to as weight
sharing. If there is something that looks interesting
or has something in common with the classification
sample, it will be marked as an object of interest.

After that, the results of the selected image will be
carried out in a down-sampling process to reduce the
size of the array by taking the largest pixel value from
each kernel so that even though it reduces the number
of parameters, important information from each part
is still taken. After the down-sampling process is
complete, the next step is to make predictions for each
decision from the values in the array by matching the
samples taken with the results that have been calculated
using CNN. If there is a similarity between the sample
and the calculation results, a different colour group will
be assigned [13], [14].

Table 3 shows the overall probability results of each
sample on the map that has been approached through
this CNN from the results that show the similarity of
the data with the sample used.

Table 3. Result Convolution for Each Sample

No Class Sample Overall Probability
Value (pixel)

1 Harvest Time Tea 16 2216130
2 Middle Leaf Tea 17 2531164
3 Old Leaf Tea 27 920589
4 Ground 44 77365
5 Road 55 5076824

III. RESULT

This section discusses identification result and con-
fusion matrix.

A. Identification Result

At this stage, the results of the experiments that
have been carried out will be discussed. The results
obtained during the research showed that there was an
approach using the classification method to separate
information between leaves. The resulting image is
made into a map with guided classification to identify
the information in the map. Fig. 4 shows a map with
an area of 20 ha that has been successfully stitched
using the orthomosaics stitching method, namely, im-
age stitching by utilizing geometric information from
images taken by the UAV. From the map results,
the information needed is classified according to the
sample in Table 2. The classification results in Table 3
are similar to the samples taken starting from Harvest

time tea. Convolution with 16 samples can produce
2216130 identical pixels; Middle leaf tea, with 17
samples, yields 2531164 identical pixels; Old leaf tea,
with 27 samples, can produce 920589 identical pixels;
land or areas where no trees grow, with 44 samples
resulting in 77365 identical pixels; and road tea, where
55 samples yield 5076824 identical pixels.

Fig. 4. Result map after the stitching process.

This guided classification uses map results of stitch-
ing data as a basic reference point to determine the
classes to be classified [17], [18]. The training area that
has been created has 5 classes and types of information
that will be classified. The map of the classification
results using the MLC method is shown in Fig. 5.
The identification of the land cover area of this MLC
method can be seen in Table 4.

Table 4. Result Identification
No Class Area (Ha) Percentage %
1 Harvest Time Tea 4.41 21
2 Middle Leaf Tea 4.83 23
3 Old Leaf Tea 9.87 47
4 Ground 1.6 8
5 Road 0.21 1

The results of identification using the MLC method
showed that the area of the garden that was success-
fully classified was 47% or 9.87 ha for old tea leaves,
23% or 4.83 ha for middle tea leaves, and 21% or 4.41
ha for ready-to-harvest tea leaves of the total value and
the percentage of vacant or not covered with tea trees
is 9% or 1.89 ha. where the total death of tea trees
is 8% or 1.6 ha, as shown in Fig. 6. The map results
that have been classified in Fig. 5, when viewed from
the image of the uneven distribution of trees, cause
the tree area to become untidy and poorly organized.
This will impact the harvest that can be obtained in
the following season.

B. Confusion Matrix

This confusion matrix is the final stage in the classi-
fication to determine the accuracy of the classification
data that has been made. This accuracy test takes
samples from the probabilities encountered when the
convolution process occurs, as shown in Table 3 [18],
[19].
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Fig. 5. Result map classification.

Fig. 6. Result chart classification.

Based on the observations that have been made,
we use random points to test the accuracy of the
classification data that has been carried out, it is known
that 123 test points are spread on the classification map,
and several points are the same as the results of the
classification that occurred and as for points that are
not the same as classification result and make this an
error. Errors during the classification process are due
to the types of information that have similar colors
and hues, making it difficult to distinguish the same
or different information. Errors or errors that occur are
then entered into the error matrix.

Based on Table 5, the test with a random point of
123 successfully detected 113 points, it can be seen that
the accuracy of the classification data for each class has
16 test points that have succeeded in detecting harvest
time conditions on class 1 tea leaves, in Middle tea
class 2 there are 21 test points with the success of 19
and error of 2 points, Old tea Class 5 there were 36
points that were successfully detected and 6 points of
error out of a total of 42 points, testing of vacant land
or ground class 3 30 times of testing were 29 of them
managed to detect and error of 1 point and the last
one is detecting road as many as 14 points which have
been successfully detected by 13 points and failure by
1 point. When viewed from these results, the largest
number of errors is in detecting old tea leaves. This
error is caused due to the similarity of the pixel sample

with the surrounding area, which results in incorrect
detection [20]–[22].

Table 5. Error Matrix

No Class Class Ground
Truth1 2 3 4 5

1 Harvest Time
Tea

16 0 0 0 1 17

2 Middle Leaf
Tea

0 19 0 0 5 24

3 Ground 0 0 29 1 0 30
4 Road 0 0 0 13 0 13
5 Old Leaf Tea 0 2 1 0 36 39

Total 16 21 30 14 42 123

In Table 6, the confusion matrix can provide impor-
tant information to determine the accuracy value of the
data that has been obtained. The value of the overall
accuracy is the value that will be used as a feasible and
inappropriate decision value for a map that has been
calcified with a specified threshold of at least 75% [23],
[24].

Table 6. Result Identification
No Class Accuracy Sample
1 Harvest time 100.0 %
2 Middle leaf tea 90.5 %
3 Ground 96.7 %
4 Road 92.9 %
5 Old leaf tea 85.7 %

Total 91,87%

The accuracy value obtained using this method is
91.87% in Table 6. This value is obtained from the
average number of classification results presentations
from each class. The results of this accuracy show a
map image that meets the requirements and with an
accuracy level above 75% of the specified limit, close
to the results according to real conditions.

IV. CONCLUSION

This research develops a method of stitching aerial
images from drones based on image classification to
predict. Utilizing image stitching can make it easier
to monitor land better and estimate the harvest period
with the classification method. Basic images that have
been geometrically stitched using the orthomosaics
method by stitching images according to the direction
of drone flight that has been determined in previous
studies. There are 5 types of information classified as
harvest time, middle leaf tea, ground tea, road, and
old leaf tea. The success of image identification is
indicated by the data in the error matrix by testing
from 123 random points spread over the map with
the success of detecting 113 random points and an
average accuracy rate of 91.87%, of course, this value
is very good and exceeds the specified threshold value
of 75%. The error that occurs in using this method is
that it cannot distinguish similar pixel colors, so the
detection is wrong. In addition, the image stitching
method using the orthomosaics method has succeeded
in performing image stitching which can be applied
well in classification using the CNN approach.

Jurnal Infotel, Vol. 15, No. 1, February 2023
https://doi.org/10.20895/infotel.v15i1.871

87



ISSN: 2085-3688; e-ISSN: 2460-0997
Classification of tea plantation using orthomosaics stitching maps from aerial images based on CNN

ACKNOWLEDGEMENT

We would like to thank the Directorate of Research
and Community Service of IT Telkom Jakarta for
funding the research.

REFERENCES

[1] A. A. Wirabudi, R. Munadi, A. Rusdinar, D. Rohdiana, and D.
H. Lee, “Design autonomous drone control for monitoring tea
plantation using dynamic programming and kruskal algorithm,”
2019 IEEE International Conference on Signals and Systems
(ICSigSys), 2019.
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