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Abstract — Sekolah Tinggi Ilmu Komputer (STIKOM) PGRI Banyuwangi implemented the Independent Learning -
Independent Campus (MBKM) activity for two semesters. The results of student assessments for MBKM activities for
one semester are influenced by the results of daily and weekly logbook monitoring, monitoring and evaluation assessments,
and assessments of supervisors, examiners, and work partners. Assessments that are less objective cause many students to get
good grades even though the implementation of MBKM activities is not well. The Simple Multi-Attribute Rating Technique
(SMART) method is used to produce student eligibility group data and a more objective assessment. The results of the
SMART calculations are combined with the Fuzzy C−Means (FCM) algorithm so that the results of grouping student data
are more appropriate based on the similarities and characteristics of the members. To find the best data grouping results
between the SMART and SMART−FCM methods, the Silhouette Coefficient is used to compare the grouping results. The
results obtained that the use of SMART−FCM is better than the SMART results because it has a Silhouette Coefficient value
close to 1 of 0.31187. This proves that the decision results using SMART will be more accurate using the FCM method.
and the results of the decision can be used as a reference in assessing student MBKM activities.
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I. INTRODUCTION

Sekolah Tinggi Ilmu Komputer (STIKOM) PGRI
Banyuwangi has implemented the Independent Learn-
ing - Independence Campus (MBKM) activity based
on the policies issued by the Ministry of Education
and Culture Republic of Indonesia, as stipulated in
Permendikbud No. 3 in 2020 [1], by taking three forms
of activities in learning outside of tertiary institutions
for two semesters, including internships, independent
projects, and entrepreneurship from a total of eight
activities [2].

In implementing learning outside of tertiary institu-
tions, MBKM activities have different regulations from
regular lectures in general, starting from academic se-
lection, registration, and implementation to the end of
the activities contained in the form of student account-
ability reports based on all activities that have been
conducted. Then the accountability session was held

to assess student activities’ results for one semester
based on the results of daily and weekly logbook
monitoring, monitoring and evaluation assessments,
and assessments of supervisors, examiners, and work
partners. With this strict policy process, students are
expected to be ready to face the challenges of the
industrial revolution 4.0 [3].

The problems found were the lack of objective
assessments conducted by supervisors and examiners
and the weight of the assessments was not balanced
causing many students to get good grades even though
the implementation of MBKM activities was not so
good. A Decision Support System (DSS) is used for
student assessment and student grouping in determin-
ing eligible, considered, and ineligible student groups.

A decision support system is a part of a computer-
based information system (by implementing mathe-
matical and analytical modeling, database information,
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and user interfaces) that is used to support a decision
system in an organization or company [4], [5]. There
are several methods that can be used in decision
systems. One of them is the Simple Multi-Attribute
Rating Technique (SMART), where this method is a
multi-criteria decision method in which each criterion
has a weighted value and an alternative that shows how
important the criteria are in making decisions with the
simplest solutions [6], [7].

To assist in the effective and efficient grouping of
student data based on the results of decisions obtained
from the SMART method, it is necessary to cluster
student data. Clustering is an unsupervised technique
based on analysis and data mining techniques [4],
where the process will group members based on mem-
ber equations on each partition in a certain matrix.
Based on cluster analysis, the goal is to group n
objects or individuals into several m clusters based on
their characteristics [8], so that clusters have different
characteristics between groups, while each group has
relatively homogeneous characteristics. In analyzing
data, several processes are needed, including standard-
ization of data, measurement of object similarity, and
selection of cluster analysis procedures.

Fuzzy C−Means (FCM) is a clustering method with
the concept of grouping data based on the degree of
data membership. FCM is soft clustering because it is
based on fuzzy logic, a data can be part of two or more
clusters with membership weights ranging between 0
and 1 [9]. The FCM process calculates the distance
between the center of the cluster and each data point
so that the membership of all data points to each cluster
center can be determined.

In previous studies, Tejawati et al. used the SMART
method to find out the level of drug addicts [10], while
Noviani et al. [11] used the method to achieve em-
ployee performance that affects the success of an orga-
nization. In 2020, Marlinda et al. [12] use the SMART
method for the selection of Indonesian online sales
factors that affect women’s business loyalty. The results
of these studies indicate that the SMART method can
produce more structured, systematic, and transparent
results with a success rate. In 2017, Asgharizadeh et
al. [13] discussed the new output-oriented classification
of the Multiple Attribute Decision Making (MADM)
techniques, where the classification was input-oriented
or process-oriented. In measuring the performance of
seventeen MADM techniques for classification results
based on seven performance variables, the results of
each MADM technique would be clustered using FCM.
The results showed that the considered techniques
could be classified into two groups.

Research by Swindiarto et al. [14] integrated FCM
clustering and TOPSIS in multi-criteria parameter data
at PT. XYZ, where a comparison of analysis between
branch offices was needed to be based on one factor

against another. From the weighting by using the
highest membership value in the clustering results of
each criterion parameter in the ranking, it was used as
a performance evaluation for all branches of the com-
pany. Using the SMART method, Siregar et al. [15]
describe if this multi-criteria decision-making theory
had a meaning where each alternative had criteria and
had value and weight. A problem would be classified
in the form of multiobjective and multicriteria. Based
on the results of tests carried out with many dynamic
alternatives and using three criteria, the calculation
process did not require a long time, but it would require
a longer processing time if the alternative was added
dynamically with a constant number of alternatives.

From the several studies mentioned above, this
study focuses on the decision results produced by the
SMART method with FCM will have more accurate
results for classifying student eligibility in MBKM
activities compared to using only the SMART method.
Then the results of the decisions can be used as a
reference for the campus as an evaluation material for
the assessment and participation of student MBKM
activities in the coming semester. With the right deci-
sions, the quality of students participating in MBKM
activities can be further improved.

For a better understanding, we organize this paper
as follows. Section II discusses the theoretical analysis
and algorithm analysis that explain the methods used
in this study and the flow order of the cluster system,
respectively. The result is presented in section III,
while the discussion explains the results of the research
summary on the proposed system flow experiment is
shown in section IV. Finally, the conclusion of this
research is explained in section V.

II. RESEARCH METHOD

This section discusses the materials and methods of
the research.
A. Material

The research focused on comparing the results of
student data grouping decisions based on the results
of the SMART and SMART-FCM methods using stu-
dent data who took part in MBKM activities in the
Even 2021/2022 academic year at STIKOM PGRI
Banyuwangi as many as 52 student data shown in
Table 1. This is data that is recorded based on the
results of student assessments starting from monitoring
and evaluation, logbooks, as well as assessments of
examiners and partners.

52 student data will be grouped based on the level of
eligibility in the recommendations for participation in
the implementation of MBKM activities in the coming
semester which will be divided into three groups,
namely feasible, considered, and not feasible.

X1 is the assessment of monitoring and evaluation,
X2 is the logbook value, X3 is the value of the
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Table 1. MBKM Student Data
Student ID Assessment

X1 X2 X3 X4 X5

71397 65.25 62.00 86.00 75.63 87.00
71427 43.25 41.00 77.00 74.38 74.10
71436 24.50 24.67 87.00 67.50 87.30
71459 62.50 69.67 82.00 78.13 91.60
71460 67.25 61.00 85.00 74.63 91.60
91835 62.25 72.00 87.20 77.50 83.00
00506 61.25 58.33 62.00 87.63 50.00
00507 89.50 85.00 88.00 82.50 88.20
10519 57.25 64.33 79.00 74.63 84.60
10524 70.75 60.33 81.80 85.88 94.10
10531 70.50 71.00 79.00 79.38 75.00
10532 85.00 88.67 95.00 88.75 89.20

assistant lecturer, X4 is the value of the examiner
lecturer, and X5 is obtained from the value of the
Cooperation Partner. Based on the results of grouping
the two proposed methods, the best grouping results
will be a reference for universities in deciding the
continuation of the implementation and assessment of
student MBKM activities.

B. Method

The design in the stages of this research is shown in
Fig. 1 where the discussion is the preparation of data
from STIKOM PGRI Banyuwangi regarding the imple-
mentation of MBKM activities. Then a system design
is made for grouping student data that discusses initial
data initialization for the SMART and SMART-FCM
methods. SMART is a multi-criteria decision method
in which each criterion has a weighted value and an
alternative that shows how important the criterion is
by calculating the utility value for each criterion based
on the nature of the criteria itself [16].

Fig. 1. Stages of research.

In the analysis of determining criteria using the
SMART method, there are several identification crite-
ria, including determining criteria and alternative data,
determining the weights for each criterion, then nor-
malizing each criterion weight to obtain the following
relative weights, as shown in (1) [17].

Wj =
wj∑
wj

(1)

where wj is the weighted value,
∑

wj is the total
number of weighted values, and Wj is the relative

weight values. Then calculate the evaluation factor for
each alternative data with (2).

uij =
maxP j −Ai

maxPj −minAi
(2)

where maxP j is the maximum parameter value, Ai is
the result of multiplication of alternative data values
with parameter weights, and uij is the value of the
evaluation factor. The last stage is to determine the
evaluation weight for each alternative data using the
SMART method with (3).

ui =
∑
j

Wj .uij (3)

where i is the alternative data value, jis the parameter
data, and ui is the SMART method value.

After getting the evaluation weight of each alter-
native data. The result of the data recapitulation is the
final result of the SMART method which can be ranked
from the highest to the lowest value [18]. The next step
is to test MBKM activity data using the SMART and
SMART-FCM methods.

The steps taken in the Fuzzy C-Means algorithm are
to determine the number of clusters of 3 clusters, the
smallest error expected by epsilon (ϵ) is 0.0001, the
maximum iteration value, and the initial partition ma-
trix value of each data in each cluster randomly [14].
Calculate the amount of each data in the normalization
of the student dataset with the initial partition matrix
data with (4) [9].

Qi =

c∑
k=1

µik (4)

µik =
uik

Qi
(5)

where µ is an element of the initial partition matrix,
where i = 1, 2, · · · , n and k = 1, 2, · · · , c, and Qi

is the sum of each column of the random values of a
matrix. From the degree of membership of the three
clusters, calculate the average value of each cluster to
get the value of the cluster center. Then calculate the
average value of the objective function between the
normalization data and the cluster center with (6).

Pt =

n∑
i=1

c∑
k=1

([

m∑
j=1

(Xij − Vkj)
2]µik)

w (6)

where Pt is the objective function on the t-iteration.
The FCM process will stop if the value of the objective
function minus the value of the objective function of
the previous iteration is less than the epsilon value or
the maximum iteration has been reached.

The general design of the system is shown in Fig. 2
where the description is that the first-time data is
prepared for students participating in MBKM activities,
then the data normalization process is carried out
using the Min−Max method. Data normalization is
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Fig. 2. System design according to research stages.

used to scale data values within a specified range to
facilitate calculation steps such as similarity calcula-
tions or clustering operations. One of the normalization
methods is the Min−Max method, which is a simple
technique for scaling values based on specified limits.
The Min−Max equation is shown in (7) [19].

Xi =
X −Xmin

Xmax −Xmin
(7)

where X is the data value, Xmin and Xmax are
the smallest and largest values of all data, and Xi

is the result of the normalized value. The stages of
the Min−Max method are carried out by finding the
smallest and largest values in the dataset resulting from
the assessment of MBKM activities first, by using (7),
this method will produce a new dataset with a range
of values from 0 to 1 [20].

The purpose of this normalization is to simplify the
calculation process. Furthermore, the initialization of
weighting criteria data and initial data are determined
for the Fuzzy C−Means algorithm. The normalized
data is then processed using the SMART method.
Based on the calculation results obtained from the
SMART method, then a new dataset is obtained and the
student data is grouped into 3 clusters, namely feasible,
considered, and not feasible.

Based on the new dataset from the SMART results,
the FCM algorithm is used to group student data
into 3 clusters using the SMART method. After the
grouping process is completed using the SMART and
SMART−FCM methods, the results of the data group-
ing will be validated using the Silhouette Coefficient
method because it is an effective and most popular
internal measure to evaluate the cluster validity [21].

Silhouette Coefficient is used to calculate the ac-
curacy of data grouping. The formula used in the

calculation of the Silhouette Coefficient is defined
in (8) [22].

S(c) = Sk
1

|k|

k∑
i=1

S(ci) (8)

where |k| is the number of k clusters, while S(ci) is
the average distance between object i and all objects
in a cluster. The value generated by the calculation of
the Silhouette Coefficient is -1 to 1 [23], [24]. The
average result of S(c) for all data in a cluster shows
the accuracy in grouping the data. The closer to 1, the
resulting clustering structure is correct, if -1 then the
resulting clustering structure is overlapping [8].

From the results of the calculation of the Silhouette
Coefficient on the results of the SMART and FCM
methods, they will be compared to find the best data
grouping results from the two methods. The results of
the evaluation of the two methods will be compared as
a conclusion to determine which clustering results are
the best in grouping student MBKM activity data for
future decisions.

III. RESULT

From the dataset shown in Table 1, it is normal-
ized using the Min−Max algorithm. The search for
the smallest and largest values is required for the
Min−Max calculation process. The calculation process
is conducted using (7). Early initialization is conducted
before entering the SMART and FCM calculation
process stages on the proposed algorithm.

Initialization is needed to determine the results
of student MBKM activity data clusters. The initial
initialization data is shown in Table 2. For the SMART
method, the weighting is done on the criteria data with
a total value of 100%. Then for the Fuzzy C−Means
method, the smallest expected error value will be
0.00001, and the power value is 2. Then three initial
partition matrix data are generated randomly for each
student data with a data value range of 0−1. And the
sum of the three data values in each data will produce
a value of 1.

Table 2. Early Initialization
Category Criteria Value

SMART

Monev (benefit) 20%
Logbook (benefit) 25%

Assistant Lecturer (benefit) 15%
Examiner Lecturer (benefit) 25%

Coorperation Partner (benefit) 15%

FCM

Cluster Data 3
Max Iteration 100
Smallest Error 10−5

Power 2
Initial Partition Matrix (random)

The first step is to normalize each criterion weight to
obtain the relative weight by using (1). Then calculate
the value of the evaluation factor for each alternative
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with (2). From the value of the evaluation factor ob-
tained, (3) is used to obtain the value of the evaluation
weight for each alternative data [25], [26].

The result of the decision from the SMART method
by adding up all the results of the assessment. From the
total value, it will be a decision to group students based
on predetermined values, including Cluster 1 (feasible)
>= 0.7, Cluster 2 (considered) >= 0.5, and Cluster 3
(not feasible) < 0.5.

The student groups generated by the SMART
method consist of 3 clusters where the first cluster has a
total of 36 students, the second cluster has 14 students,
and the third cluster has 2 students. The steps in the
calculation using Fuzzy C−Means in the first iteration
are the first time the initial three partition values are
randomly set with a value range of 0−1 with a total
of three values must be equal to 1, this is intended so
that the results of data grouping are stable. The initial
partition values are described in Table 5.

Table 3. MBKM Student Data
Student ID Assessment

X1 X2 X3 X4 X5

71397 0.11 0.14 0.13 0.21 0.13
71427 0.05 0.07 0.12 0.21 0.11
71436 0.00 0.02 0.13 0.19 0.13
10524 0.13 0.14 0.13 0.24 0.14
10531 0.13 0.17 0.12 0.22 0.11
10532 0.17 0.23 0.15 0.25 0.13

Table 4. SMART Data Grouping
Cluster 1 Cluster 2 Cluster 3

71459 91749 71397 71436
81628 91750 71427 81667
91688 91756 71460
91689 91762 71493
91693 91766 71497
91694 91771 90474
91695 91785 91709
91697 91798 91710
91707 91804 91724
91712 91809 91743
91713 91827 91784
91714 91835 91832
91715 00496 00506
91720 00505 10519
91741 00507
91746 10524
91747 10531
91748 10532

The value of the evaluation weight that has been
obtained from the SMART method in Table 3 is used
in the calculation of the cluster center by calculating
the degree of cluster membership. The cluster center
is shown in Table 6. Calculate the change in the
partition matrix in determining the membership of each
student’s data. Then calculate the objective function.
The total value of the objective function is 0.19129.

The value of the objective function will determine
whether the iteration will stop or continue by com-
paring it to the smallest expected error value. The
value obtained is still greater than the smallest error
value, which is 10−5, then the iteration continues, and

Table 5. Initial Partition Matrix
Number X1 X2 X3 Total

1 0.024 0.538 0.438 1
2 0.331 0.436 0.232 1
3 0.016 0.641 0.343 1
4 0.290 0.452 0.258 1
5 0.490 0.459 0.050 1
6 0.008 0.223 0.769 1
7 0.771 0.202 0.028 1
8 0.054 0.117 0.829 1
9 0.012 0.568 0.419 1

10 0.092 0.342 0.566 1
11 0.467 0.207 0.326 1
12 0.543 0.409 0.048 1
13 0.685 0.284 0.030 1
14 0.011 0.312 0.677 1
15 0.256 0.096 0.648 1
16 0.330 0.630 0.040 1
17 0.388 0.564 0.048 1
18 0.563 0.041 0.396 1
19 0.550 0.068 0.382 1
20 0.624 0.100 0.276 1
21 0.009 0.019 0.972 1
22 0.393 0.136 0.472 1
23 0.119 0.494 0.388 1
24 0.666 0.146 0.188 1
25 0.016 0.515 0.469 1
26 0.111 0.000 0.888 1
27 0.157 0.831 0.012 1
28 0.839 0.019 0.143 1
29 0.391 0.391 0.218 1
30 0.058 0.021 0.921 1
31 0.072 0.723 0.205 1
32 0.373 0.128 0.500 1
33 0.134 0.858 0.008 1
34 0.264 0.646 0.090 1
35 0.309 0.521 0.170 1
36 0.233 0.167 0.601 1
37 0.407 0.437 0.156 1
38 0.326 0.429 0.245 1
39 0.066 0.054 0.880 1
40 0.269 0.433 0.298 1
41 0.296 0.092 0.612 1
42 0.243 0.064 0.693 1
43 0.322 0.193 0.485 1
44 0.062 0.605 0.333 1
45 0.078 0.351 0.571 1
46 0.233 0.167 0.601 1
47 0.391 0.391 0.218 1
48 0.330 0.630 0.040 1
49 0.008 0.223 0.769 1
50 0.296 0.092 0.612 1
51 0.771 0.202 0.028 1

0.290 0.452 0.258 1

Table 6. Cluster Center Results
Cluster X1 X2 X3 X4 X4

C1 0.136 0.188 0.133 0.232 0.132
C2 0.126 0.172 0.127 0.219 0.123
C3 0.137 0.186 0.131 0.227 0.127

the partition change value will be used as a partition
calculation in the next iteration. The fuzzy C-Means
calculation process stops at the 87th iteration where
the objective function value is 0.00001. Student data
grouping using FCM is shown in Table 7. The data
group generated from the SMART−FCM method in
the first cluster has data of 27 students, the second
cluster has 16 students, and the third cluster has 10
students.
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Table 7. SMART Data Grouping
Cluster 1 Cluster 2 Cluster 3

91688 71397 71427
91689 71459 71436
91693 71460 71493
91697 81628 71497
91707 90474 81667
91712 91694 91709
91713 91695 91724
91714 91710 00506
91720 91715 10519
91741 91743
91746 91784
91747 91804
91748 91832
91749 91835
91750 10524
91756 10531
91762
91766
91771
91785
91798
91809
91827
00496
00505
00507
10532

IV. DISCUSSION

In order to determine the best grouping results, the
Silhouette Coefficient calculation is used for the results
of the data group from the two methods. Based on the
results of the Silhouette Coefficient calculation shown
in Table 8, show that the SMART−FCM result has a
value of 0.31187 which is better than using SMART
alone because it has a value close to 1 even though the
difference is not too far away.

Table 8. SMART Data Grouping
No. Algorithm Silhouette Coefficient
1 SMART−FCM 0.31187
2 SMART 0.30143

The results of the cluster data generated from the
SMART and SMART−FCM methods have quite a
significant difference, especially in the first and third
clusters. However, the results obtained from grouping
data using the SMART−FCM method are much more
even, so the grouping data makes much more sense
in making decisions based on the values obtained by
students in independent campus activities.

This proves that the decision results using SMART
will be more accurate using the FCM method. and the
results of the decision can be used as a reference in
assessing student MBKM activities.

V. CONCLUSION

From the research that has been conducted, it is
found that the SMART−FCM method produces a
better group of student data than the SMART re-
sults. Although the decision to group student data
on SMART can be influenced by the specified value

limit, FCM can group student data based on the char-
acteristics and characteristics of members, making it
much more efficient and precise. However, the results
obtained are still unsatisfactory because the results of
the silhouette coefficients have a value that is not too
far away. Henceforth, research will be implementing
the decision-making system method with other cluster
algorithms to get better decision results.
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