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Abstract — Despite human activity recognition being an important research area for modern devices such as virtual reality
and smart home technology with cameras, there is a problem with developing an accurate method for classifying human
activities based on data recorded by these devices. This study aims to evaluate the performance of the pre-trained visual
geometry group-16 model in classifying two types of human activity: static and dynamic. The dataset used for testing
includes both public and local images, with the objective of achieving high accuracy. The dataset consists of 1,680 public
datasets, divided into 80 % for training, 10 % for validation, and 10 % for testing (Test Data I). Additionally, 100 local
images are used for further testing (Test Data II). The training and testing process was conducted to avoid overfitting. The
study achieves impressive results, with a testing accuracy of 98.8 % using the public dataset and 97 % using the local dataset.
This demonstrates the effectiveness of the visual geometry group-16 pre-trained model in accurately classifying static and
dynamic human activities based on data recorded by camera devices.
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I. INTRODUCTION

Human activity recognition (HAR) aims to identify
a person’s specific movements or actions by utilizing
data recordsmovement such as image o,r video data,
and processed by an algorithm like deep learning,
as shown in Fig. 1 [1]. The benefits generated with
this technology are quite useful for modern devices,
for instance, wearable health tracking technology [2],
virtual reality devices [3], and smart home technology
with surveillance cameras [4]. Moreover, HAR can
be used to monitor the activities of patients with
conditions such as Parkinson’s disease [5], Alzheimer’s
disease [6], and depression [7]. This can help health-
care providers to understand better and manage these
conditions.

Previous research demonstrate that HAR is neces-
sary for various reasons, including improving human-
computer interaction, developing smart home technol-
ogy, and enhancing security systems [8]. However,
building a deep learning algorithm from scratch to
detect human activity is a very difficult and requires a
significant amount of labeled data and computational

resources. Therefore, the solution to this challenge is to
use the transfer learning method to reuse a pre-trained
deep learning model that has been previously trained
with many objects. However, more studies must be
conducted to evaluate the merits of pre-trained deep
learning models for HAR.

In the context of binary classification, two previous
studies employed the convolutional neural network
algorithm with the University of California Irvine
HAR (UCI-HAR) dataset [9], [10], which consisted
of 10,299 data points and yielded accuracies of 90
% and 91.63 %. Numerous pre-trained models have
been extensively explored for human activity detection,
achieving accuracy rates surpassing 90 %. These mod-
els include InceptionV2 [11], YOLOv3 [11], ResNet-
152 [12], and visual geometric group with 16 layers
(VGG-16) [11]–[13]. Among these models, VGG-16
has attracted significant attention as one of the most
extensively researched pre-trained models. Developed
by Zisserman and Simonyan from the University of
Oxford [14], VGG-16 encompasses 16 layers and
achieved victory in the ImageNet competition. Con-
sequently, this study aims to assess the capabilities of
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the VGG-16 algorithm.

Fig. 1. Human activity recognition with deep learning.

The contribution to this research is divided into
three, namely 1) Reporting the performance of the
transfer learning method, which is believed to produce
higher accuracy with a limited amount of data 2)
Testing the VGG-16 pre-trained model, which has
not been widely used to detect human activity, 3)
Testing a different dataset that has a smaller amount
of data compared to previous studies. The amount
of human activity data examined in this study was
only 1,680 public datasets in 160 × 160 pixel JPG
format images. The dataset has been investigated using
the semisupervised recurrent convolutional attention
model [15] and the temporal information convolutional
neural network [16]. In addition, 100 local data ob-
tained from the internet will be used to test the model
further.

II. RESEARCH METHOD

The research methodology employed in this study
involved the following steps: data input, preprocessing,
data spil, training, testing, and evaluation. First, a
collection of human activities images was assembled
and imported into the Jupyter Notebook program. The
dataset used in this research was derived from two
sources: a public dataset and a local dataset. Then,
the data underwent preprocessing to ensure compat-
ibility with the convolutional neural network (CNN)
algorithm. The preprocessing steps included resizing
the images to the standardized size of 224 × 224
pixels, conforming to the VGG-16 model requirements.
Additionally, the dependent variable’s data type was
transformed to binary, with 0 representing ”Static” and
1 representing ”Dynamic.” No further data augmenta-
tion or modifications were applied in this research.

After that, the human activities dataset underwent a
data split process, dividing the data into three subsets:
10 % Test Data I, 10 % validation data, and 80 %
training data. Furthermore, an additional set of 100
locally gathered samples was allocated as Test Data
II. Then, the VGG-16 model was trained using the
publicly available dataset, which was further divided

into train data and validation data subsets. The trained
VGG-16 model was subjected to testing using the
designated test data. The model’s performance was
assessed by computing the accuracy metric. Moreover,
a second round of testing was conducted using the local
dataset, providing additional evaluation of the VGG-16
model’s capabilities. Finally, the model’s performance
was evaluated through the application of a confusion
matrix, which facilitated a comprehensive analysis of
its classification performance.

A. Dataset

The dataset for this experiment comes from the Data
Sprint 76 - Human Activity Recognition dataset shared
by Karthick et al. on aiplanet.com, as seen in Fig. 2.
The dataset consists of human activity images that are
typically found on the internet and labeled with the
type of activity in the image. Originally there were
18,002 data with 15 types of activity in this dataset.
Still, this study will only use two types of activity,
namely sitting and running, that can be called static
and dynamic, respectively, to be more aligned with
previous research. Moreover, the dataset size is 1,680
data.

Fig. 2. Public HAR still images dataset.

In addition, there are also 100 local image datasets,
as illustrated in Fig. 2. These local datasets are uti-
lized in the testing process of this study and are
further divided into 50 sitting data and 50 running
data. The local dataset was acquired from the web-
site https://images.google.com by conducting searches
using the Indonesian keywords ’sitting’ and ’running’.
Once the data is successfully saved, it undergoes a
preprocessing process where the image size is reduced
to 250 pixels for either the length or width of the
image (maintaining the original proportions) in order
to optimize storage memory usage. It is important to
note that the ideal image size for VGG-16 is 224 × 224
pixels. Hence, the dataset for this research retains a size
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of 250 × 250 pixels without compromising the image
quality. Furthermore, the local dataset has also been
combined with the public data, which is accessible
through the Google Drive site.

As shown in Fig. 3, the VGG-16 is the CNN
architecture used to win the Imagenet competition
2014. This model is considered one of the best vision
architectures [17]. Furthermore, it has been studied for
HAR [18], [19] and shows reliable results.

Fig. 3. VGG-16 architecture.

The process of VGG-16 for HAR can be seen in
Fig. 5 from image input with a size of 224 × 224 pixels
to a typical CNN process. The difference is VGG-16
has 16 layers and was pre-trained with many images
before but not specifically HAR images. The VGG-16
model is chosen as the pre-trained model in this study
because the VGG-16 model may shorten the training
time of the CNN algorithm for classifying human
activities and maintaining a good performance even
with a limited dataset [8], [21]. The hyperparameters
settings used for the VGG-16 model in this experiment
can be seen at Table 1.

Table 1. Hyperparameter Setting.
Hyperparameter Value

Image size 224
Epochs 20

Train Batch Size 77
Pooling ’avg’
Weights ’imagenet’

Optimizer ’adam’
Hidden layer neurons 512

Hidden layer activation ’relu’
Output activation sigmoid

The schematic representation in Fig. 4 provides an
overview of the sequential steps involved in the pro-
cessing of input data by the VGG-16 model. Initially,
the input image with dimensions of 224 × 224 pixels
undergoes convolution and pooling operations. This
process is repeated multiple times, gradually reducing
the size of the matrix. Subsequently, the matrix is
passed through dense layers, where the predicted out-
put is obtained by converging through multiple softmax
or sigmoid nodes.

B. Evaluation Metrics

The experiment conducted in this research uses the
two metrics commonly used to observe the training and
validation process, namely accuracy and loss [22]. The

Fig. 4. VGG-16 model classification flow.

accuracy metric is also used for the model evaluation of
the predicted testing data. Accuracy is the percentage
of the correct prediction made. Meanwhile, loss is the
distance between the true values of the problem and
the values predicted by the model. A higher loss value
can indicate more errors we made on the data.

This study uses binary classification, therefore there
can be four possible outcomes between the actual val-
ues and predicted values which are the True Positives
(TP), True Negatives (TN), False Positives (FP), and
False Negatives (FN), also commonly known as the
Confusion Matrix [23] as shown in Fig. 5.

Fig. 5. Confusion matrix.

Therefore, the accuracy percentage can be calcu-
lated using (1).

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

III. RESULT

This study employed a data categorization scheme
comprising train data, validation data, and test data,
with respective proportions of 80 %, 10 %, and 10 %.
The static and dynamic labeled images were balanced,
accounting for approximately 49.4 % and 50.6 % of
the dataset, respectively. Additionally, a local dataset
was collected specifically for the purpose of further
evaluating the proposed model, as detailed in Table 2.
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Table 2. Data Split

Description Count
Public Dataset (Train) 1,344

Public Dataset (Validation) 168
Public Dataset (Test I) 100
Local Dataset (Test II) 100

The transfer learning method was adopted in this
study, utilizing a pre-trained model for human activity
recognition. This approach facilitated a shorter training
process and minimized the dataset requirements while
achieving high accuracy.

1) Training Accuracy: The accuracy result from the
training process is 98.9 %, as shown in Fig. 6.

Fig. 6. Training performance.

2) Validation Accuracy: For the validation process,
the accuracy is 99.4 %, as shown in Fig. 7.

Fig. 7. Validation performance.

3) First Testing Result: The accuracy for the first
test result with the same dataset source as train-
ing and validation yielded 98.8 %, as shown in
Fig. 8.

Fig. 8. Testing I result.

4) Second Testing Result: The accuracy for the
second test result with a different dataset source,
training and validation, yielded 97 %, as shown
in Fig. 9.

Fig. 9. Testing II result.

IV. DISCUSSION

The existing literature on transfer learning and HAR
has been extensively reviewed. However, in this study,
we conducted empirical experiments using the VGG-
16 model for HAR, focusing on a dataset comprising
both dynamic and static human images. The results
obtained from our research contribute to the ongoing
evaluation of the effectiveness of VGG-16 for HAR.

One notable aspect observed in this research is the
absence of overfitting issues when using the VGG-16
model for HAR, both with public and local datasets.
The VGG-16 pre-trained model was developed to
detect human activity, specifically classifying static
and dynamic activities. Through the training process
involving 1,344 training data, 168 validation data, 168
Test Data I, and 100 Test Data II obtained locally,
our model exhibited a minimal difference in accuracy
between the training and validation stages, with only
a 0.005 % discrepancy. Furthermore, when comparing
the results of test I with the public dataset and test II
with the local dataset, the difference was merely 1.8
%. Consequently, our model demonstrated success in
avoiding overfitting issues.

Moreover, our research achieved higher accuracy
compared to previous studies. Past research efforts
employed the CNN algorithm to predict static and
dynamic activities in still images, achieving a max-
imum accuracy of 96.5 %. In contrast, our study
involved different datasets, encompassing a total of
1,680 data points. By utilizing the VGG-16-based CNN
model with transfer learning, we achieved superior
performance on two test data sets. Specifically, the
accuracy reached 98.8 % for the public test data and
97 % for the local test data. The improved accuracy in
our study is attributed to the utilization of the VGG-16
transfer learning method rather than relying on the gait
history image descriptor used in prior research [14].
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V. CONCLUSION

This research has demonstrated the process of de-
veloping a model created from transfer learning tech-
niques using the visual geometric group with 16 layer
(VGG-16) model to detect human activity. Two types
of human activity are examined in this study: static and
dynamic. The training process with the training and
validation shows a low difference in accuracy which is
a good sign that indicates no overfitting. To further
examine the overfitting of the Testing process, the
model developed in this study was also tested with two
kinds of datasets, one is a public dataset, and the other
one is a local dataset gathered in this research. Both
Test Data produced high accuracy of 97 % and 98.8
%, indicating no overfitting issue. This research has
demonstrated a Transfer Learning technique with the
VGG-16 model to detect static and dynamic human
activities that can produce a good accuracy and low
overfitting issue.
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