Implementation of multiple linear regression to estimate
profit on sales of screen printing equipment
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Abstract — Traditional marketing strategies are no longer practical to implement because the process requires more costs
and longer time to disseminate information. Marketing strategy is one of the key aspects of business success, be it for large
or small companies. An effective marketing strategy must be able to attract consumer attention, build brand awareness,
increase sales, and strengthen the company’s market position. In developing a marketing strategy, it is necessary to carry
out market and competitor analysis, determine market targets, determine product or service positioning, choose the right
distribution channel, determine the appropriate price, and develop an effective promotional program. In the digital era,
marketing strategies must also include the use of computer technology. Data mining is a science that discusses knowledge
from previous data to estimate the amount of production in the future. Data mining is a term used to find hidden knowledge
in databases. “Data mining is a semi-automated process using statistics, mathematics, artificial intelligence and machine
learning techniques to extract and identify valuable and useful information in large databases. For this reason, it is necessary
to solve this problem by using one of the five methods in the field of Data Mining, namely the multiple linear regression
method, where this method will analyze the influential variables and can make estimates. Multiple linear regression is a
method that can be used to analyze data and obtain meaningful conclusions about a relationship between one variable
and another. This relationship is generally expressed by a mathematical equation which states the relationship between the
independent and dependent variables in the form of a simple equation.
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I. INTRODUCTION expanding day by day. This business is increasingly
favored by the community, especially among young
people. Various types of screen-printing businesses,
screen printing, is a printing process technique that
uses a cloth (screen) with a certain level of pores and is
usually made of Nylon or Silk. After that, this screen
is given an image according to the designer’s wishes,
previously designed on HVS or tracing paper. This
fabric is firmly attached to a rectangular piece of wood
to produce a flat and neat screen and printout. After

Screen printing is printing ink on the top of the
t-shirt media with tools such as screens or screen
printing film [1]. At this time, the telang t-shirt screen
printing service has developed into a particular type
of business that is quite promising because there are
more and more orders for t-shirt screen printing, rang-
ing from just merchandise, the interests of an event,
for community uniforms, to campaign purposes. The
screen-printing business is increasingly growing and



being given photo resistance and irradiating, it must
be slowly and carefully watered so that the pattern is
visible, and then parts that the ink can pass through
according to the picture made earlier. The process is
by pouring ink on the screen’s surface, and after, it is
smeared using a board or rack made of rubber. One
screen can only be used to make one color, while
making color variants in one design requires a unique
tool for precision.

Traditional marketing strategies are no longer prac-
tical to implement because the process requires more
costs and time to disseminate much longer informa-
tion [2]. In this modern era, many advanced tech-
nologies can shift traditional marketing into modern
marketing, namely by turning into a marketing model
by utilizing digital media. Digital media such as blogs,
Instagram, Facebook, and so on have proliferated.
Entrepreneurs can upload photos of screen-printing
designs, price lists, and produced works that attract
customers’ interest.

II. RESEARCH METHOD

This section discusses data mining and multiple
linear regression.

A. Data Mining

The terms data mining and knowledge discovery in
databases are often used interchangeably to describe
the process of extracting information still hidden in
a large database [3]-[5]. One of the stages in the
whole KDD process is Data Mining [6], [7]. In the
data mining process, which is usually called knowl-
edge discovery in databases. Knowledge discovery in
databases is the application of scientific methods to a
data mining [8], [9].

Data mining is a step to finding interesting patterns
and knowledge from large amounts of data [7], [10].
Data mining is a search and analysis of large amounts
of data and aims to find the meaning of patterns and
rules. Data mining is a step of extracting or extracting
data that was unknown before but can be understood
and valuable from large databases [8], [11]. It is used to
make essential business decisions [12], [13]. From the
three responses from the experts above, an outline can
be drawn; data mining is a step to find and analyze a
data collection (database) in order to find an interesting
pattern in order to extract information and knowledge
accurately and potentially [11], [14], [15].

B. Multiple Linear Regression

Multiple linear regression method is a technique in
analyzing data by trying and looking for a relationship
between two or more variables [16], [17], especially
between variables that contain cause and effect [18]-
[20]. Multiple Linear Regression Analysis is often used
as a preference analysis to determine the effect of one
variable or variable with other variables [21]-[23].The

general formula used in regression analysis is written
in (1) [24]-[26].

Y =a+bX (D

where Y is a dependent variable, X is a independent
variable, a is a constant variable, and b is a linear
regression disrection coefficient.

To forecast the influence of a predictor variable
on a criterion variable or to demonstrate the presence
or absence of a functional connection between an
independent variable (X) and a dependent variable.

The multiple linear regression model is a model that
describes and explains the relationship of one depen-
dent variable to two or more predictor variables [23],
[26], [27]. Multiple linear regression is an extension
of simple linear regression. The expansion can be
seen from the number of independent variables in the
regression model [18], [28]-[30]. The general form of
multiple linear regression can be stated statistically as
stated in (2) [31].

Y =a+blX1+b2X2+bnXn )

where Y is bound variable, X is independent variable,
a, b1, b2, bn are regression parameters/regression co-
efficient.

III. RESULT

The research methodology is a process or scientific
method. In the first stage, an analysis of the problem
of estimating profits from the sale of screen printing
equipment is carried out. The next stage is to collect
data related to sales and the equipment sold. Then ap-
ply calculations with multiple linear regression analysis
to obtain the estimated profit obtained. The following
are the variables used as benchmarks in estimating
sales results. It can be seen in Table 1 related to the
variable data used.

Problem
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Data Collection

v

Multiple Linear Regression
Implementation

v

Result of Linear
Equation

Fig. 1. Flowchart research process.




Table 1. Name of Variables Data

No. | Variable | Name of Description
Variable
1. X1 Cost of goods The initial price of the purchase of goods
2. X2 Selling price The retail price of each item
3. X3 Total shopping | The amount of spending when making a purchase
4. Y Total sales Revenue earned from sales
Table 2. Equipment Sales Revenue Data
Period Cost of Selling Price | Total Shopping | Total Sales (Y)
Goods (X2) (X3)
Sold (X1)

Jan 2020 — Feb 2020 Rp. 839,000 | Rp. 1,115,000 | Rp. 158,775,000 | Rp. 216,400,000
Feb 2020 — Mar 2020 Rp. 719,000 Rp. 980,000 Rp. 185,075,000 | Rp. 252,000,000
Mar 2020 — Apr 2020 Rp. 859,000 Rp. 1,138,000 | Rp. 173,575,000 | Rp. 235,940,000
Apr 2020 — Mei 2020 Rp. 859,000 | Rp. 1,138,000 | Rp. 201,750,000 | Rp. 276,340,000
May 2020 — Jun 2020 Rp. 749,000 | Rp. 1,035,000 | Rp. 114,915,000 | Rp. 156,450,000
Jun 2020 — Jul 2020 Rp. 989,000 Rp. 129,000 Rp. 122,320,000 | Rp. 167,150,000
Jul 2020 — Aug 2020 Rp. 884,000 Rp. 117,300 Rp. 130,200,000 | Rp. 179,540,000
Aug 2020 — Sept 2020 Rp. 739,000 Rp. 1,015,000 | Rp. 188,025,000 | Rp. 256,600,000
Sep 2020 — Oct 2020 Rp. 869,000 Rp. 1,165,000 | Rp. 190,475,000 | Rp. 260,350,000
Oct 2020 — Nov 2020 Rp. 869,000 Rp. 1,110,000 | Rp. 225,150,000 | Rp. 259,100,000
Nov 2020 — Des 2020 Rp. 914,000 Rp. 1,188,000 | Rp. 219,700,000 | Rp. 291,240,000
Des 2020 — Jan 2021 Rp. 1,064,000 | Rp. 1,423,000 | Rp. 187,650,000 | Rp. 261,790,000

The steps in this research are analyzing the problem
of estimating profits from printing equipment sales,
then collecting data from sales, inventory to sales prof-
its each month, after that calculations will be carried
out with multiple linear regression implementation, and
after that get the results of this research.

This data collection was carried out to obtain data
related to direct review of the sales results of the
screen-printing equipment each month. The following
is sales revenue data for equipment which can be seen
in Table 2.

It takes an algorithm that will be used as a step in an
analysis in processing and solving a problem. Fig. 2
is a flowchart or flow of problem solving using the
Multiple Linear Regression method in this study.
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Fig. 2. Multiple linear regression flowchart.

Variable

In Fig. 2, the steps in calculating multiple linear

regression, first, determine the variables X1, X2, Y.
After that, calculate the value of the multiple linear
regression coefficients of the variables that have been
determined, then eliminate the linear equation to get
the final value. Furthermore, conclude the final result
of the calculation of linear equations.

A. Calculate the Value of the Coeffecient of Multipple
Linear Regression

The regression coefficient is vital in analyzing re-
gression. The benefit of the regression coefficient is to
form a model of the regression equation on a problem
under study. Calculating the regression coefficient can
be done by calculating the mathematical equation from
the equation formula pattern that has been determined
in the provisions of multiple linear regression. As
can be seen in Table 3 below about the regression
coefficient.

From the Table 3, it is known the value:

STX1 =103.53
STX2=1377
ST X3 =2,097.61
SY =2812.9

STX12 = 904.116

ST X22 = 1,596.079

ST X132 = 381,220.540
STX1X2 = 1,201,011

STX1X3 = 18,114.219
ST X2X3 = 24,056.767
STX1Y = 24297.6925
STX2Y = 32,292.4835
ST X3Y = 508,787.106



Table 3. Regression Coefficient

No. X1 X2 X3 Y X1xY X2xY X3xY
1. 8.39 11.15 | 158.775 216.4 1,815.596 2,412.86 34,358.91
2. 7.19 9.8 185.075 252 1,811.88 2,469.6 46,638.9
3. 8.59 11.38 | 173.575 | 235.94 2,026.7246 2,684.9972 40,953.2855
4. 8.59 11.38 | 201.75 276.34 2,373.7606 3,144.7492 55,751.595
5. 7.49 10.35 | 114915 | 156.45 1,171.8105 1,619.2575 17,978.45175
6. 9.89 12.9 122.32 167.15 1,653.1135 2,156.235 20,445.788
7. 8.84 11.73 130.2 179.54 1,587.1336 2,106.0042 23,376.108
8. 7.39 10.15 | 188.025 256.6 1,896.274 2,604.49 48,247.215
9. 8.69 11.65 | 190.475 | 260.35 2,262.4415 3,033.0775 | 49,590.16625
10. 8.69 11.1 225.15 259.1 2,251.579 2,876.01 58,336.365
11. 9.14 11.88 219.7 291.24 2,661.9336 3,459.9312 63,985.428
12. 10.64 14.23 187.65 261.79 2,785.4456 3,725.2717 49,124.8935
Total | 103.53 | 137.7 | 2097.61 | 2,812.9 | 24,297.6925 | 32,292.4835 508,787.106

From the calculation of the coefficient of multiple
linear regression, then making a linear equation.
1) First Process

ZY:naerlZXl (3)

Eq. (3) and the regression coefficient, the result is
2,812.9 = 12a + 103.53b1 + 137.762 4 2,097.61b3.
2) Second Process

> X1y =
a X1+b1) X124+ )
B2 X1X2+b3)  X1X3
Eq. (4) and the regression coefficient, the result is
24,297.6925 = 103.53a+904.116b1 +1,201.01162 +

18,114.219563.
3) Third Process

szy =

ad X2+b1) X1X2+ 5)
b2 X22+b3)  X2X3

Eq. (5) and the regression coefficient, the result is
32,292.4835 = 137.7a+1,201.0116141, 596.079b2+
24,056.767b3.

4) Fourth Process

ZXBY =

ad X3+b1) X1X3+ (6)
b2 Z X2X3+ b3 Z X32

Eq. (6) and the regression coefficient, the results
is 508,787.106 = 2,097.6la + 18,114.219b1 +
24,056.767b2 + 381, 220.54003.
5) Fifth Process
Performing the elimination process from (3):
2,812.9 =12a + 103.5b1 + 137.7b2+
2,097.61b3 - - - (3) x 103,53
291,219.537 =1, 242.36a + 10, 718.4609b1+
14,256.081b2 + 217,165.5633b3

Also performing the elimination from (4) as fol-
lows:

24,297.6925 =103.53a + 904.116b1 + 1, 201.01162+
18,114.219b3 - - - (4) x 12

291,572, 31 =1,242.36a + 10, 849.392b1+
14, 412.132b2 + 217, 370.628b3

Therefore, —352.773 =
(—156.05162) 4+ (—205.0647b3).
6) Sixth Process
Performing the elimination process from (3):
2,812.9 =12a + 103.53b1 + 137.7b2+
2,097.6163--- (3) x 137.7
387,336.33 =1,652.4a + 14, 256.081b1+
18,961.2902 + 288, 840.897b3

—130.931161 +

Also performing the elimination from (5) as fol-
lows:

32,202.4835 =137.7a + 1,201.011b1 + 1, 596.07952
+24,056.767b3 - -+ (5) x 12
387,509.802 =1,652.4a + 14, 412.132b1+
19, 152.948b2 + 288, 681.204b3

Therfore, 173.472 = —156.051b1+(—191.658b2)+
159, 69303.

7) Seventh Process

Performing the elimination process from (3):

2,812.9 =12a + 103.53b1 + 137.762+
2,097.6163 - - (3) x 2,097.61
5,900, 367.169 =25, 171.32a + 217, 165.5633b1+
288, 840.897b2 + 4, 399, 967.712b3

Also performing the elimination from (4) as fol-
lows:

508, 787.106 =2,097.61a + 18, 114.219b1+
24, 056.767b2 + 381, 220.54063
6,105, 445.272 =25, 171.32a + 2, 173, 370.628b1+
288, 681.204b2 + 4, 574, 646.48b3

Therefore, —205,078.103 =
159.693b2 + (—174,678.7679b3).

—205.0647b1 +



8) Eighth Process
Performing the elimination process from Fifth Pro-
cess:

—352.773 = — 130.9311b1 + —156.05162+
—205.0647b3 - - - x (—156.051)
55,050.735 =20,431.9291b1 + 24, 351.9146b2+
32,000.551b3

Also performing the elimination from Sixth Process
as follows:

—173.472 = — 156.051b1 + (—191.658b2)+
159.693b - - - x (—130.9311)
22,712 =20, 431.9291b1 + 25,093.99276b2+
(—20,908.78b3)

Therefore, —26,778,760.12 = 52,909.33165b2 +
(—22,828,831.7b3).
9) Ninth Process
Performing the elimination process from Fifth Pro-
cess as follows:
—352.773 = — 130.9311b1 + (—156.05152)(10)+
(—205.0647b3) x (—1,956,205.06)
72,341.49448 =26, 849.34674b1 + 32,000.5515b2+
42,051.5311903

Also performing the elimination from Seventh Pro-
cess as follows:

—205,078.103 = — 205.0647b1 + 159.693b2+
(=174, 678.7679b3) - - - x (—130.93)

26,851, 101.61 =26,849.34674b1 + (—20, 908.78015)
+22,870,883.23

Therefore, —26, 778,760.12 = 52,909, 3316562 +
(—22,828,831.7b3).

10) Tenth Process

Next, perform the elimination process between
equation (8) and equation (9) as follows:

32,337.85569 = — 742.07816b2 + 52, 909.331b3
-+ x 52,900.33165

1,710,974, 332 = — 39, 262, 859.63b2+
2,799,397, 376b3

—26,778,760.12 = — 52, 909.331b2+
(—22,828,831.7b3)
- x (—742.0781628)
19,871,933, 112 = — 39, 262, 859.63b2+
(—16,940, 777, 487b3)

Therefore, —18, 160,958, 780 =
—14,141,380,111563.

~ —18,160, 958, 780
© —14,141,380,111
= 1.284242318

b3

By the result of b3, therefore b2 can be calculated
as folows:

32,337.85569 = — 741.0781628b2 + 52,909.33165
(1.284242318)
32,337.85569 = — 741.0781628b2 + 67, 948.40272
—35,610.54703 = — 741.0781628b2
32,337.85569 = — 741.0781628b2

b — 32, 337.85569
T —741.0781628b2
= —43.63622802

Case testing based on the equation:

It is assumed that the cost of goods is Rp. 839,000,
Selling Price is Rp. 1,115,000, and Total Expendi-
ture is Rp. 158,775,000. By using data normalization,
Cost of goods = Rp. 839,000 = 8.39; Selling Price
= Rp. 1,115,000 = 11.15; and Total Expenditure =
Rp.158,775,000 = 158,775.

By using (2), therefore:

Y =56.05531667—(—52.69105853) X 1+

(—43.63622802) X2 + 1.284242318X 3

=56.05531667—(—52.69105853)(8.39)+
(—43.63622802)(11.15) 4 1.284242318(158.775)

=56.05531667 + 442.0779811 — 48.65439424+
203.905574

=Rp.215.494292 x 1,000, 000

—=Rp.215,494, 292

Based on the above calculations, it can be obtained
that the value of the sales obtained by the Cahaya
Sablon Shop is Rp. 215,494,292. Analysis of the equa-
tions resulting from calculations 1 to 10 are the results
of calculations that are interconnected in each result,
which is helpful for seeing between the independent
variable and the dependent variable and being able to
predict the value of the dependent variable when the
independent variables have a known final result value.

IV. DISCUSSION

Based on this research shows success in analyzing
the sale of screen printing equipment at the Cahaya
Sablon Shop using Multiple Linear Regression based
on the data obtained. At the same time, applying
the Multiple Linear Regression method can estimate
sales results at the Cahaya Sablon Store as a desktop
application. The next stage is to design and build a
system to help the Cahaya Sablon Store estimate sales



results using a data mining technique that adopts the
Multiple Linear Regression method. Multiple Linear
Regression Is a method used to analyze data and obtain
meaningful conclusions about a variable’s relationship
to other variables. There are still deficiencies that can
be developed in this study, namely by adding another
testing technique that is contained in data mining.

V. CONCLUSION

Based on the analysis of the problems that occur in
the research on estimating the sale of screen printing
tools using the multiple linear regression method as
a type of statistical analysis, to predict the value of
the dependent variable when the independent variables
have a known value, the following conclusions can be
drawn: Cost of Goods, Selling Price, Total Expenses,
and Total Sales are used as variables that affect Total
Sales, which will then be calculated for Estimation.
Based on the calculation, the selling value of the
Cahaya Sablon store is Rp. 215,494,292,
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