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Abstract — Developments in telecommunications technology today, such as cellular with the fifth generation (5G), the
development of IoT prototypes, and the migration of analog TV to digital TV starting in 2022. The development of various
research using machine learning. The problem with video format information is that the video file size is quite large, so
the transmission process requires a large bandwidth. In addition, sharing services such as video on demand (VoD) and
Video Broadcasting are sensitive to delay. In comparison, the transmission media has limited capacity, such as terrestrial
TV, Ethernet/Fast Ethernet, and wireless cellular data such as 2G, 3G HSPA, 4G, etc. Based on reports from Cisco, the
development of internet users has increased by 10 % per year, with 80 % of total traffic using video. Developments in
various video compression standards, such as the most recent H.264 and H.265, produce high-quality, low-bitrate video.
Much research has been carried out with various proposed compression methods based on machine learning. Either uses
singular block learning based or end-to-end. This research focuses on the literature study of video compression with machine
learning.
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I. INTRODUCTION

As an example of the telecommunications process,
at one time, a person wanted to contact another person,
and the information medium chosen to communicate
was video. The problem faced when using video is its
large size. The information is sent through a channel
or information media that has limited capacity. In addi-
tion, various technological developments are currently
happening on the network side. Today’s technology
development is from the cellular communication sys-
tem migrating from 4G/LTE to 5G. In addition, the
migration from analog TV to digital TV is underway in
Indonesia. In recent years, the internet of things (IoT)
has been utilized to develop various products. Addi-
tionally, in data processing, different kinds of research
are being conducted in artificial intelligence, machine
learning, deep learning, neural networks, etc. [1].

Based on information obtained [2], the number of
internet users in 2023 will increase by around 10
percent per year in the Asia Pacific (APAC) region.
In addition, Yang et al. [3] and Chen et al. [4]

states that about 80 % of internet traffic uses video.
Vashistha [5] describes several video analytics appli-
cations, as shown in Fig. 1. These applications include
media, security & surveillance, autonomous car, smart
cities, smart home, and retail businesses.

Increasing use of video in telecommunications traf-
fic as predicted by Cisco. This condition is the basis for
the importance of studying video compression. There
are two main benefits of video compression, the first
is for storage needs, and the second is to reduce the
bit rate to meet capacity standards in telecommuni-
cations networks. The current development of video
compression standards has succeeded in reducing the
bitrate with good video quality. The video compression
standards currently being developed are H.264 and
H.265, or HEVC. In addition, mobile edge computing
(MEC) by ETSI has now introduced the development
of the telecommunications network itself. MEC is a
cloud server that works on the edge of the mobile
network. One of the use cases of MEC is video
analytics which can be used for various applications
such as video surveillance, traffic detection, public
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security, to smart cities.

Fig. 1. Video analytics applications [5].

The MEC has computing capabilities that support
learning-based video compression. The development
of learning-based video compression is based on de-
veloping the H.264 standard by optimizing one block
and a combination of several blocks from the H.264
architecture. In addition, research [6] has been carried
out by developing digital video coding (DVC) by
optimizing motion estimation using CNN and arith-
metic entropy coding. Therefore, learning-based video
compression can be developed to optimize the end-to-
end combination of architectural blocks.

This paper results from a literature study start-
ing from the development of learning-based video
compression, the video compression architecture used,
and development opportunities. This information is
extracted from various literature that has been read
and discussed with experts. This paper is structured
into five sections. They are the introduction, the re-
search method, the learning-based video compression
development, the discussion, and the conclusions.

II. RESEARCH METHOD

This section discusses basic of Shannon information
theory, the development of video compression stan-
dard, and MEC.

A. Basic of Shannon Information Theory

Information theory was introduced by Shannon
about 50 years ago. Shannon’s Information Theory is
used to determine entropy values. The entropy value
can be calculated from the value of the probability
distribution. The entropy value is the sum of the
probability of information appearing multiplied by that
probability’s base two logarithm value. The entropy
value is the lower limit value for representing infor-
mation. In other words, the entropy value indicates the
lower limit to which information can be compressed.
After the emergence of Shannon’s information theory,

various compression techniques emerged. We know
and are still studying several compression techniques:
Shannon, Shannon-Fano, Huffman, Arithmetic, Binary
Arithmetic, etc. In addition, compression techniques
based on block-based coding, transformation coding,
and predictive coding have also been developed [7].

B. Development Video Compression Standard

The first video encoder was MPEG-2 in 1994, while
MPEG-4 was developed in 1999. The next encoder
was designed as advanced video coding (AVC) in
2003. Finally, a new high-efficiency video coding
standard called high-efficiency video coding (HEVC)
was formed in 2012, and a new technology called
future video coding (FVC) was developed starting in
2021 [8].

The video compression standards developed by ISO
and ITU are the MPEG series and the H.26h series.
Table 1 describes the differences between the MPEG
and H.26h series standards. MPEG standard video
compression is used for entertainment services. Some
of its uses are for media storage and broadcasting.
Meanwhile, the H.26h series video compression stan-
dard is used for communication services, namely video
conferencing. ISO and ITU developed these two video
compression standards into MPEG-4, which can be
used for multimedia compression services, website
authoring, and wireless videophones [9]. The latest
video compression standard is H.265 or HEVC, used
in DVB-T2 technology.

The movement of objects between temporally ad-
jacent frames causes a large variation in frames. If
the number of objects that move between the current
frame and the previous frame can be determined, the
difference can be calculated by aligning the objects
in the current frame with the previous frame. This
determination would probably produce a zero error in
principle. However, this comparison did not happen
for several reasons. First, object movement uses a
variation of the pixel value. Because a 2D image is
a projection of a 3D image, determining whether a
rigid or deformed object causes motion is difficult. De-
formable body movement implies that different body
parts can move to varying degrees. As a result, one
can appreciate the difficulty in estimating the temporal
movement of objects between frames of contiguous
image sequences [10].

C. Mobile Edge Computing (MEC)

MEC is a cloud server that works on the mobile net-
work’s edge and performs special tasks that traditional
network infrastructure cannot [11].

ETSI promotes the MEC architecture. MEC pro-
vides low latency, high bandwidth, and context-aware
video streaming services. MEC resources, such as
base stations (BSs), access points (APs), and radio
access networks (RAN), are deployed at the network’s
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Table 1. Video Compression Standards Comparison
MPEG-1 MPEG-2 MPEG-4 H.263 H.261

Dates of 11/92 11/94 1/99 Version 1 5/96 Version 1 12/90 Version 1
Standardization 1/00 Version 2 1/98 Version 2 5/94 Revised
Primary Digital storage Broadcast/ Web authoring, Desktop/ Wireline video
Application media DVD/ Multimedia compression, Wireless conferencing

HDTV Wireless videophone videoconferencing
Typical Video 1.5 Mbps 4-6 Mbps 20 Kbps - 6 Mbps 20-384 Kbps 128-384 Kbps
Bitrates
Typical Video 352 × 240 (SIF) 720 × 480 176 × 144 (QCIF) 176 × 144 (QCIF) 176 × 144 (QCIF)
Frame (Rec. 601) 352 × 288 (CIF) 352 × 288 (CIF) 352 × 288 (CIF)
Dimensions 720 × 480 (601)
Typical Stereo CD Surround sound Speech / Music / Speech Speech
Associated quality Stereo CD / Surround
Audio Quality

Fig. 2. Video Analytics [11].

edge. MEC’s applications and use cases include in-
telligent video acceleration, video streaming analysis,
augmented reality service, and connected vehicles [12].

MEC’s use cases include active device location
tracking, augmented reality content delivery, video
analytics, RAN-aware content optimization, distributed
content and DNS caching, and application-aware per-
formance optimization. For example, one of MEC’s
use cases, video analytics, is depicted in Fig. 2. Video
streams received from cameras via LTE uplink are
transcoded and stored by the video management appli-
cation. The video analytics application analyzes video
data to detect and notify users of specific configurable
events such as object movement, lost children, aban-
doned luggage, etc. Furthermore, the application sends
low-bandwidth video metadata to the central operations
and management server for database searches. As a
result, safety and public security applications, as well
as smart cities, are possible [11].

III. LEARNING-BASED VIDEO COMPRESSION
DEVELOPMENT

There are two compression methods in general,
namely lossless and lossy. Lossless compression is a
method that is used to minimize the number of bits in
representing an image or video by having the ability to
reconstruct it back into the original data. Meanwhile,
lossy compression is a method for maintaining accept-
able quality from the results of data reconstruction [9].

Based on the results of a literature survey con-
ducted in [13], this survey describes the various video

compression and machine learning techniques that are
being used. The conventional learning-based coopera-
tion approach and the learning-based end-to-end com-
pression approach are the two techniques for learning-
based video compression methods. The conventional-
learning-based cooperation approach includes four
techniques: intra-prediction using CNN [14], [15],
MSCNN [16], GAN [17], and RAN [18], [19]. Inter-
prediction and post-processing using NN interpola-
tion [20], dictionary learning [21], CNN [22]. In-loop
filter using adaptive sample offset (SAO) [23], adaptive
loop filtering [24], and in-loop filter [25] with machine
learning techniques such as CNN [26], DRN [27], and
Deep CNN [28]. Deep CNN learning-based guidance
of a conventional codec [29].

Meanwhile, there are two techniques in the learning-
based end-to-end compression approach, they are pre-
dictive video coding and generative video coding. Pre-
dictive video coding has three methods: learning-based
flow estimation with machine learning techniques such
as CNN [6] and deep CNN [30]. Second, the motion
compensation becomes a warping function using CNN
[31], [32]. Third, the GAN-based learning-based frame
synthesis model will perform the reconstruction task
[33], [34]. Then generative video coding has two
methods. First, the variational autoencoder network
using CNN [35]–[37]. Second, the training frames and
autoregressive dynamics number of priors using soft-
then-hard quantization [38].

According to Hoang and Zhou [13], several methods
have been developed for Intra prediction: block-wise
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Fig. 3. Video compression learning-based method [6].

prediction, coding tree unit (CTU), and angular pre-
diction. At the same time, the parameters achieved are
the average BD-BR (Bjøntegaard delta bit rate). BD-
BR is the difference value of the bit rate obtained based
on two test scenarios using HM and VTM software.

According to Lu et al. [6] as shown in Fig. 3,
learning-based video compression has four main meth-
ods. First, one module of traditional video compression
algorithms was improved, second by motion estima-
tion based without deep learning, thirdly by end-to-
end learning based on single optimized components,
and fourthly by ent-to-end learning based on jointly
optimized components. Four techniques are used to
improve the performance of one module of traditional
video compression algorithms, namely intra-prediction
and residual coding using DNN [4], mode decisions
using CNN [39], entropy coding using CNN [40],
and post-processing using Kalman filtering network
[41]. Motion estimation based without deep learning
involves two block-based learning approach techniques
using pixel motion CNN (PMCNN) [42] and learning
binary residual representations using autoencoder [43].
End-to-end deep learning video codec through image
interpolation is a technique from deep end-to-end
learning based on a single optimized component [44].

And motion estimation and compression are techniques
for end-to-end learning based on jointly optimized
components [6].

According to Lu et al. [6], there have been many
learning-based studies by optimizing one or more
blocks with or without end-to-end. They [6] optimizes
motion estimation and compression using CNN and
entropy coding, combining two optimization compo-
nents. In addition, it also implements an end-to-end
video compression method. The test parameters are
PSNR to bits per pixel (bpp) & multiscale structural
similarity index (MSSIM).

Based on the literature survey that has been carried
out, there is a development of the method used for
learning-based video compression. The first is by ex-
tending one of the blocks from a standard video com-
pression architecture. Then it develops by optimizing
more than one block, or it is called jointly. Lu et al.
[6] also shows that learning development using RNN
aims to get progressive image compression. CNN is
used to obtain a learning-based scheme by autoencoder.
Existing research aims to minimize distortion using the
mean square error (MSE) parameter. The MSE value is
obtained by calculating the difference in error between
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Fig. 4. (a) Traditional H.264 or H.265 predictive coding architecture (b) Scheme for neural network compression [6].

Fig. 5. Learning-based video compression process [6].

the original image and the reconstructed image. And
finally, is rate-distortion optimization (RDO) by getting
a higher bit compression efficiency value, for example,
using an arithmetic procedure.

IV. DISCUSSION

Fig. 4 is an end-to-end compression video model
combining motion estimation and compression opti-
mization using CNN with entropy coding. An expla-
nation of the series of processes carried out in the test
is described in Fig. 5, starting from motion estimation
and compression trained using CNN, followed by
motion compensation, followed by the transformation,
quantization, and inverse processes of the transforma-
tion, then entered into the entropy coding process using
arithmetic and finally the frame reconstruction process
[6].

A. Motion-Compensated Prediction

The movement of objects between temporally adja-
cent frames causes a large variation in frames. Suppose
the number of objects moving between the current
and previous frames can be determined. The differ-
ence can be calculated by aligning the objects in the
current frame with those in the previous frame. This
determination would probably produce a zero error in
principle. However, this comparison did not happen
for several reasons. First, object movement uses a
variation of the pixel value. Because a 2D image is a

projection of a 3D image, it is difficult to judge whether
a rigid or deformed object causes motion. Finally,
deformable body movement implies that different body
parts can experience movement to different degrees. As
a result, one can appreciate the difficulty in estimating
the temporal movement of objects between frames of
contiguous image sequences [10].

The movement of objects can be considered as
translations, namely from left to right and up to
down, and rigid bodies cause this movement. As a
result, the boundaries of objects within the frame
must first be determined to determine the movement
of objects within the current frame and reference.
As a result, rectangular blocks of the same size are
used. The next step is to estimate the translational
motion of the rectangular block between the current
frame and the reference frame, referred to as motion
estimation. This calculation will yield a motion vector
with horizontal and vertical components. Once the
motion vector has been determined, the current frame’s
rectangular blocks can be aligned with the reference
frame to find the corresponding differential pixels.
Motion-compensated prediction refers to aligning and
distinguishing objects between frames [10].

Trials have been carried out regarding motion-
compensated prediction using two methods. The first
method is an Exhaustive or Full Search to find matched
motion blocks using windows and blocks as described
before. The second method is Pyramidal or Hierarchi-
cal Motion Estimation, which reduces the number of
searches by estimating the motion amount from low-
resolution to high-resolution frames. The test results
can be seen in Fig. 6 and Fig. 7.

The frames compared are frames A and B, extracted
from the video. Three frame reconstruction results are
distinguished based on the observed pixels. This exper-
iment uses a 16 × 16 window and an 8 × 8 motion
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Fig. 6. Exhaustive or full search.

Fig. 7. Pyramidal or Hierarchical Motion Estimation.

block. The first reconstructed frame is full prediction
with MSE with MC = 49,800 and MSE without MC
= 147,994. The second reconstructed frame is a half
prediction with a value of MSE with MC = 37,877
MSE without MC = 147,994. The third frame resulting
from the reconstruction is the quarter prediction with
MSE with MC = 27,743 and MSE without MC =
147,994. This experiment is explained in Fig. 5.

Fig. 7 is an experimental day of Pyramidal or Hi-
erarchical Motion Estimation. The level is determined
using a subsample of 2, namely 1 for the full native
resolution of 1/4 and 1/16 of the original frame. Each
block is filtered using a Gaussian low-pass filter.

The two methods are exhaustive or full search
and pyramidal or hierarchical motion estimation. Both

Fig. 8. Object detection: (a) Background, (b) Foreground, and (c)
Bounding box.

methods can predict frames based on previous and
current frame information.

The video used in the experiment is vipmen.avi. The
experiment was carried out by extracting the frame and
taking two frames, one as a reference frame (Frame A)
and the second as the current frame (Frame B). Tests
are carried out based on pixel information from the
two frames. The algorithm can work to estimate the
frames that are between the two.

B. Object Detection

Object detection is a process for finding objects in
images or videos using background reduction, feature
extraction, statistical methods, etc. [45]. The results
of the experiments that have been carried out by
separating the background and foreground are shown
in Fig. 8.

The video used in the experiment is traffic.avi. This
video is a recording from a surveillance camera of
traffic conditions on the highway.

This object detection technique can also be used
in self-driving by separating the background and fore-
ground. However, in self-driving, the number of objects
that need to be detected is more diverse. These objects
include roads, sidewalks, trees, traffic lights, other
vehicles, pedestrians, etc.

An example of object detection in self-driving can
be seen in Fig. 9. The video used in the test is
01 city c2s fcw 10s.mp4. The experimental results
show that several objects, such as roads, billboards,
other vehicles, and trees, were detected. However, the
disadvantage of this technique is that if there are
objects with a dark or black color, they cannot be
identified exactly. In addition, distinguishing one object
from another still has limitations, so the entire object
cannot be detected perfectly.

The video used in the trial is a video that comes
from the library in Matlab. The trials were carried out
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Fig. 9. Self driving: (a) Background, (b) Foreground, and (c)
Bounding box.

using a simulation program that was run on Matlab
R2020b.

V. CONCLUSION

Many studies have examined video compression
with deep learning with optimization in the estimation
section, so research development might be carried out
on how to design a video compression model with a
combination of optimization of the components, not
only motion estimation using deep learning. Devel-
opment opportunities can be carried out on motion
compensation, entropy coding, quantization, etc. The

parameters to be achieved in this study are quality
through PSNR, bit rate, and compression ratio. As
comparison data using video compression standards
such as H.264 or H.265.

Compressed video can be used in various appli-
cations, such as multimedia communication systems
using the motion compensation prediction method. In
object detection by separating between background and
foreground, and so on. The results of object detection
that have been tested are influenced by the color
components on the background and objects. If the
background color and the object are not in contrast,
then the object cannot be detected perfectly.

The challenge faced in developing learning-based
video compression is bitrate reduction with good qual-
ity, which is very competitive with developing video
compression using H.264 or H.265. Development of
learning-based video compression by optimizing a
combination of two architectural compression blocks
using learning methods other than CNN, for example,
RNN and entropy coding using other methods such as
Huffman coding.
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