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Abstract — Currently, few studies assess software requirements extraction from non-software artifacts. Most of the research
in these related areas focuses on software artifacts such as project descriptions or user reviews as a source of requirements
extraction. This research aims to identify relevant information to the software requirements from online news using the
vector space model. This software requirements-related information can assist the analyst system in discovering the problem
domain based on the lessons learned from stakeholders in online news. This research proposes DomText-WMDS to extract
requirements-related information from online news. Using the domain specificity technique, we used the online news and
public software requirements specification dataset to develop software-specific vocabulary. Then we expanded the specific
vocabulary software to obtain more comprehensive results by building a vector space model from online news documents.
This updated version of software-specific vocabulary could be used for basic filtering of software requirements-related
information previously extracted using part-of-speech (POS) chunking. This study improved the performance for extracting
software requirements-related information, with precision and recall at 61.09 % and 60.66 % compared to the domain
specificity approach that only obtained 43.34 % and 40.78 %.
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I. INTRODUCTION

In the process of requirements elicitation, analyst
system usually use many resources to learn the domain
knowledge of the software to be developed, such as in-
terviews, observations, relevant documents, competitor
analysis, legacy systems, and requirements reuse [1]–
[3]. Each elicitation technique has advantages accord-
ing to the characteristics of the software project [4].
Multiple elicitation techniques are typically performed
simultaneously [2], [5]. Because of the uniqueness of
software projects, the challenges that arose in the elic-
itation of software requirements are also diverse, such
as limited access and engagement of the stakeholders,
limited project time, and new and unique domain
problems [5]–[11]. Often, analyst systems will look

for alternative sources of elicitation to enrich domain
knowledge to complete the software requirements.

One source of elicitation for software requirements
that have yet to be explored is online news [12],
which offers information about stakeholders’ desires
and lessons learned from a specific event [13]. Al-
though it should be underlined that not all online news
can be used as a source of elicitation, it is necessary
to select topics to obtain relevant knowledge domains.
The selection of relevant topics is also commonly
applied to other sources in the requirements elicitation
process, such as Twitter [14], [15], user app reviews
[16], [17], and community discussions [18]. The use
of online news as a source of needs is suitable for
situations where it requires an understanding of a new
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problem domain, a problem in the public domain, and
few related applications are available. For example,
when we want to compile requirements for making re-
lated applications for handling natural disasters such as
earthquakes and tsunamis, pandemics such as COVID-
19, or dengue fever.

Obtaining domain knowledge from online news
for the requirements elicitation process can help the
analysis system acquire information related to do-
main knowledge quickly and minimize stakeholder
involvement. Although stakeholder involvement is vital
in software development, it has become a common
problem that stakeholder commitment could be more
robust [19]. Online news contains information about
who, what, and why, which are elements that establish
user stories [12], [20]. User stories are requirements
artifacts commonly used in agile software develop-
ment [21]. This user story format can capture stake-
holder/user information, their needs, and their reasons
for wanting it [22], [23]. In the user story, requirements
are divided into four types: hard goal, soft goal, task,
and capabilities [24]. Regarding content, online news
is expected to be extracted as hard-goal and soft-goal.
Task and capabilities may not be dominantly extracted
because online news generally does not contain tech-
nical detail, such as conventional software artifacts.

Extracting requirements from online news docu-
ments, which are not related to software, is a challenge.
Most studies extract requirements from software doc-
uments (such as software requirements specification
[25], project description [26], or interview transcripts
[27]) or documents directly related to the software
(e.g., user reviews [28], Twitter [15], or online discus-
sion [18]). In the extraction process of documents re-
lated to software, researchers usually used the method
to get phrases using part-of-speech (POS) tagging or
n-gram and then select phrases based on the level of
importance [22], [29]. This method cannot be applied
directly to non-software-related documents like online
news. It is necessary to take a particular approach to
determine whether the phrases relate to software re-
quirements. Currently, limited studies discuss software
extraction requirements-related information in online
news. In the previous study, we proposed a conceptual
model for user story extraction from online news for
requirements elicitation [12]. The domain specificity
approach has been tried to find software requirements-
related information from online news with a precision
of 40.78 % and recall of 49.94 % [13]. The current
results are still much room for improvement to find and
enrich the information related to software functionality.

This paper addresses this problem by improving the
extraction of software requirements-related informa-
tion from online news by implementing a vector space
model. Adapting Chen et al. [30] using vector space to
create a software engineering thesaurus, this study uses
a similar approach to identify software requirements-

related information from online news. We use two data
collections, namely online news and functional require-
ments, to compare and obtain the domain specificity of
a topic in online news and then expand it using a vector
space model. The FastText model converts words in
online news sentences into vector form. These word
vectors help in finding semantically adjacent sentences
to functional software. Software requirements-related
information will be obtained from phrase extraction
using POS chunking with the pattern ”verb + noun
phrases.” We chose this pattern because it fits what
forms in the user story format.

II. RESEARCH METHOD

The overview of the proposed method can be found
in Fig. 1. The inputs are functional requirements state-
ments from the SRS repository as a domain corpus and
online news documents as a general corpus. The output
of our approach is a list of software-related terms
from online news related to software requirements. Our
approach is called DomText-WMDS, which stands for
Domain Specificity, FastText, and Word Mover’s Dis-
tance Similarity. Our method primarily includes four
main steps: 1) performing preprocessing and phrase
detection, 2) building software vocabulary, 3) building
vector space, and 4) extracting requirements-related
information.

A. Dataset

This study used a collection of functional require-
ments documents and online news with the specific
topic as a dataset. Functional requirements documents
represented the software domain. In contrast, online
news represented a general domain unrelated to soft-
ware artifacts.

We obtained a collection of functional requirements
from PURE, a dataset of public requirements [31]. The
PURE dataset was a collection of software require-
ments specification (SRS) documents gathered from
various online sources and had a PDF or doc file
format. We only used functional requirements data;
we marked off the data contained in the document
to get functional requirements statements. The number
of SRS documents contained in the dataset was 78.
The average of functional requirements statements in
the SRS document was 75. The number of functional
requirements statements was 5,961, and the average
sentence’s length of functional requirements statements
was 50.

Online news collection crawled from several news
agencies: BBC, CNA, CNN, FOX News, Huffing Post,
Medical News, National Geographic, NYTimes, Stuff,
The Guardian, Times of India, USA Today, WHO, and
Yahoo News. In this study, we selected the ’dengue
epidemic’ topic as a target domain from online news.
The total number of sentences in online news docu-
ments included in this dataset was 37,446.
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Fig. 1: Proposed method.

B. Preprocessing

1) Text cleaning
We performed text cleaning steps commonly used

for preprocessing text. We applied it to functional
requirements and online news collection. We first re-
moved punctuation, number, and symbol from both
datasets. Later, we carried out tokenization, stop words
removal, and part-of-speech (POS) tagging.

2) The phrase detection
The phrase detection was formed iteratively based

on the number of unigrams and bigrams using (1).
Where wi and wi+1 were two consecutive words,
count(wi, wi+1) was the phrase frequency wi, wi+1 in
each document, and N was the total number of words
in each document. δ was the discounting coefficient to
eliminate phrases consisting of two words that were
rarely formed. Two consecutive words were not from
bigram phrases if they appeared as phrases with fewer
phrases in each document than the specified discount
coefficient. In this study, the value of the discount coef-
ficient ten was determined based on previous research
[32]. This approach aimed to recognize multi-word
phrases in the text [32]. After the bigram phrases were
formed, iterations were performed to detect the trigram
and fourgram phrases.

score(wi, wi+1) =
(count(wi, wi+1)− δ)×N

count(wi)× count(wi+1)
(1)

C. Building Software Specific Vocabulary

Identifying software vocabulary from a specific do-
main was accomplished using domain specificity [33].
This was achieved by comparing the token frequency
from collections of the functional requirements and
online news.

Eq. (2) was used to measure the domain specificity
in terms. Where d and g respectively represented the
specific and general corpus domains, Pd(t) and Pg(t)
were the probabilities of token t from each corpus.
For example, the probability of Pd(t) of a token in a
software-specific corpus d was calculated by dividing
the token frequency (cd(t)) by the total number of
tokens (Nd) in the corpus. The specific token was
the token that often appeared in a particular corpus
of software but rarely appeared in the general corpus.

domain specificity =
Pd(t)

Pg(t)
=

cd(t)
Nd

cg(t)
Ng

(2)

Based on these tokens, we looked for n-grams from
the collections of functional requirements and online
news. So, this stage produced a software-specific vo-
cabulary containing a list of n-grams from a combina-
tion of the general and special corpus.

D. Building Vector Space

In recent years, vectors have been used to present
words to capture information such as analogies and
semantics. This approach can discover hidden infor-
mation that cannot be obtained from dictionary-based
methods. We used vector space to obtain words with
semantic closeness to software-specific vocabulary.
Software-specific vocabulary would be used as input to
expand it to be more wide-ranging. This new vocab-
ulary was used for extracting software requirements-
related information from online news.

The online news collection was converted into word
vectors. The vector space was created using the Fast-
Text model [35]. This model included state-of-the-
art algorithms for examining word embedding using
a neural network model. The basic intuition of this
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Fig. 2: One hot encoding architecture of fast text model [34].

algorithm was that words appearing in the same context
had the same meaning. Therefore, the representation of
each word could be defined in words that frequently
co-occurred.

FastText model used a bag of character n-gram
representations which acted as an input. Each word
in the bag of character n-gram was enclosed in
parentheses <>. For example, the online news cor-
pus had a ”dengue” token. If represented in the bag
of character n-gram with n = 2, the result is: <
d, de, en, ng, gu, ue, e >. The FastText model
had the advantage of being able to represent words out
of the vocabulary; this was because FastText exploited
sub-word information [36].

In implementing word embedding with the FastText
model, the learning process was carried out from the
online news collection. It was necessary to determine
the parameters in FastText first. The parameters of the
FastText model were the dimensions and size ranges
for the sub-words. Dimensions controlled the size of
the vector. The larger the vector, the more informa-
tion it could capture, which required more training
data. Sub-words were all the substrings in the word
between the minimum size (minn) and the maximum
size (maxn). In this study using parameters, namely:
dimension = 100, minn = 2, and maxn = 5.

The following were the learning steps in building
vector space:

a) Initialize random weights on the W and W ′

matrices. Based on the one-hot encoding in
Fig. 2, the W matrix represents the weight that
connects the input and hidden layer with the
matrix size V × N . At the same time, the W ′

matrix represents the weight that connects the

hidden layer and the output with the matrix size
N × V . The V value represents the number of
vocab who was learned. In this study, the vocab
used was 14, 069. Meanwhile, the value of N
represents the dimension parameters that have
been previously defined.

b) Initialize the learning data by determining the
index of each vocab. Each vocab had a unique
index with the matrix size V × 1. After deter-
mining the vocab index, the learning data could
be formed by determining the context and target
words to predict each vocab.

c) Calculate each vocab’s probability based on the
one hot encoding architecture, as shown in Fig.
2. The target word was used as an input matrix
in forming a vector space. At this stage, the
probability was calculated by multiplying the
input matrix with the W matrix to get the
matrix value in the hidden layer. After that, the
hidden layer matrix was multiplied by the W ′

matrix to get the output matrix value (a). The
output matrix calculated probability, namely the
softmax value using (3).

Softmax =
eai∑
j e

aj
(3)

d) Backward propagation or change of the value
of vector W and W ′ based on the objective
function. After the softmax matrix value was
obtained, the difference between the softmax
and the output matrix was calculated. This dif-
ference value calculated the weight of the delta
matrix W and W ′. So that the value of the
matrix W and W ′ could change. The new W
value matrix represented the vector space model,
which contained the vector value of each vocab.

Jurnal Infotel, Vol. 15, No. 3, August 2023
https://doi.org/10.20895/infotel.v15i3.950 221



ISSN: 2085-3688; e-ISSN: 2460-0997
Extracting software requirements-related information from online news using domText-WMDS

The vector space had a vector value with a
1 × N matrix for each vocab in the model.
The word vector representation in the vector
space generated by the FastText model was
used to extract semantically adjacent terms with
software-specific vocabulary.

E. Extracting Requirements Candidate from Online
News

Then, we used POS chunking to identify phrases
that signified goals, tasks, or capabilities. These ele-
ments represented aspects of what was in user stories
[37]. We used a pattern representing verb and noun
phrases; this POS tag pattern was usually used to iden-
tify software features or requirements from software
artifacts, such as user reviews from the Google app
store [17]. The pattern of regular expression and POS
tags used in this study are shown in Fig. 3; a detailed
description of POS tags syntax can be checked at The
Penn Treebank [38].

Fig. 3: POS chunking pattern (NC: Noun Phrases,
VERB: verb phrase, WHAT: aspect of what in user
story—a candidate for software requirements-related
information).

F. Extracting of Semantic Related Term

We extracted requirement-related information using
Word Mover’s Distance Similarity (WMDS). WMDS
was a function for calculating the distance between two
text documents and determining the semantic similarity
value [39]. Two documents collection used in this study
were terms in the software-specific vocabulary and
terms in the general corpus. The implementation of
this WMDS function used a vector model to capture
the semantic similarity between words.

This method finds distance as the minimum cumu-
lative weight between two documents. The cumulative
minimum weight value is obtained by using (4). Where
Tij is denoted as how many words i to word j.
Whereas c(i, j) is the distance value between words
vector (xi dan xj) from each document obtained from
(5). Once the cumulative minimum weight value is ob-
tained, the semantic likeness value between documents
is obtained using (6).

distance = min
T≥0

n∑
i,j=1

Tijc(i, j) (4)

c(i, j) = ∥xi − xj∥2 (5)

WDMS =
1

1 + distance
(6)

An example of semantic-related term extraction is
shown in Fig. 4. Before calculating the distance be-
tween two documents, model building was conducted

on Word Mover’s Distance Similarity method. The
input used in this model building was the term in
the online news collection and the word vector in the
vector space. In addition, determining the threshold in
the form of a minimum semantic score was issued in
this method. In this case, we set a threshold of 0.8.
The results of this training were the form of a model
that was used as a function to produce candidate terms
semantically related to the functional software. The
results are shown in box number (1) of Fig. 4.

Semantically related terms were extracted to ex-
pand software-specific vocabulary and produce a list
of terms relevant to the software’s functionality in
online news documents. Term extraction is completed
by measuring the similarity of terms in the software-
specific vocabulary (available in box number 2 of Fig.
4) with terms in the online news collection.

Each term t in the software-specific vocabulary was
inputted into the Word Mover’s Distance Similarity
algorithm to discover the similarity of the term t to
the term in the online news collection. The similarity
value between sentences is found in 6. Distance and
similarity calculations happen in box numbers 3 and 4
of Fig. 4.

Fig. 4: Illustration of extracting semantic related soft-
ware vocabulary from online news.
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G. Illustration of extracting semantic related software
vocabulary from online news

Requirement-related information is obtained from
requirements candidates based on terms processed
from DomText-WMDS. The requirements candidate
has a verb and noun phrase format, according to
the POS chunk pattern in Fig. 3. Meanwhile, the
DomText-WMDS terms are n-gram (bigram, trigram,
and fourgram phrases). Because we want a verb format
followed by noun phrases as a form of requirement-
related information, the format of terms obtained
from DomText-WMDS needs to be modified. To get
requirement-related information, we check to see if
the requirements candidate contains terms from the
DomText-WMDS; if they contain these terms, the
requirements candidate are converted into requirement-
related information.

H. Evaluation

The extraction results were used to test the re-
liability of the proposed method. The reliability of
the proposed method was measured based on the
accuracy of the extraction results with its ground
truth. In this case, the ground truth was obtained from
the answers/annotations of experts. The results of the
proposed method were compared to the ground truth.

The experts in this evaluation were those qualified
as analyst systems or software project developers.
Experts could work as professionals or academics. Ex-
perts gave annotations in phrases, which were aspects
of what the user story listed in online news docu-
ments. Before performing annotations, the experts were
first explained the definition of software requirements-
related information.

Since many news sentences need to be checked,
a sample was randomly selected from the annotation
set. Sampling was done by calculating the minimum
amount of data to ensure that the estimated population
was within the confidence interval at the confidence
level [40]. The minimum amount of data was obtained
through (7).

MIN =
n0

1 + n0−1
population size

(7)

Where population size represented the number of
populations, in this case, was the number of sentences
in online news as a set of annotations. was obtained
based on the selected confidence level and error margin
values. The value of n0 was calculated using (8).

n0 =
(
Z2 × 0.25

)
/e2 (8)

Z is the confidence level z score, and e is the
error margin. We used an error margin of 0.05 and a
confidence level of 90 %. So we got 267 online news
sentences that experts evaluated. The accuracy of the

extraction results based on the degree of similarity with
the answers/annotations of experts was measured using
precision and recall.

III. RESULT

This section discusses the software-specific vocab-
ulary, semantic related term, requirement-related infor-
mation, and evaluation.

A. Software-Specific Vocabulary

The software-specific vocabulary was achieved by
calculating domain specificity. There are 132 terms
in the software-specific vocabulary that has been ob-
tained. Some of the results of software-specific vocab-
ulary shown in Table 1.

Table 1: Sample of Software-specific Vocabulary Pro-
duced for Dengue Case Study

No. Token Term
1 ‘graph’, ‘displayed’ ‘displayed graph’
2 ‘modified’ ‘genetically modified’
3 ‘audit’, ‘keeps’, ‘trail’ ‘keeps audit trail’
4 ‘functionality’ ‘software functionality’
5 ‘verify’, ‘shall’ ‘shall verify’

B. Semantic Related Term

The expansion of terms of software-specific vocab-
ulary was carried out to obtain the semantically related
terms. We look for the adjacent terms in Word Mover’s
Distance training model for each term in the software-
specific vocabulary. Some of the terminal expansion
results that are semantically related are shown in Ta-
ble 2. The similarity scores between software-specific
vocabulary and terms extracted from online news were
obtained from the WMDS function in (6). This score
explained how closely the meanings of the two terms
were semantically related.

C. Requirement-Related Information

Then we enriched the terms by looking for terms
in the general corpus that were semantically adjacent
to each term in the specific vocabulary software. Each
term in software-specific vocabulary had several se-
mantically adjacent terms. Of the 237, 542 n-grams in
the general corpus containing the POS pattern Verb and
Noun Phrase tags, 10, 290 semantically related terms
were generated using FastText model. This term was
used as a result of software-related information extrac-
tion. Some examples of online news sentences with the
results of extracted related information software can be
seen in Table 3.

D. Evaluation

The proposed method was evaluated by calculating
the precision and recall values based on the extraction
and ground truth results. Ground truth in each online
news sentence was obtained from the results of rec-
ommendations by three experts. The evaluation results
are shown in Table 4.
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Table 2: The Expansion of Semantic Related Term from Software-specific Vocabulary
Software-specific Vocabulary Term Extracted from Online News Similarity Score Semantic Related Term
‘indicating start’ ‘creating situations’ 0,83 ‘creating situations’‘message originating’ 0,81
‘accept environmental’ ‘reintroduce vaccine’ 0,81 ‘reintroduce vaccine’
‘acknowledge receipt’ ‘seeking medical care’ 0,80 ‘seeking medical care’
‘used tires’ ‘determine suppression’ 0,82 ‘determine suppression’‘system provides’ 0,81
‘samples collected’ ‘implemented households

places’
0,80 ‘implemented households

places’
‘checking rules’ ‘including purchase vehi-

cles’
0,82 ‘including purchase vehi-

cles’
‘integrated vector’ ‘integrated vector manage-

ment’
0,84 ‘integrated vector manage-

ment’
‘previously infected’ ‘implemented simultane-

ously effective control’
0,82 ‘implemented simultane-

ously effective control’
‘porting original’ ‘planning improving sanita-

tion’
0,80 ‘planning improving sanita-

tion’
‘message originating’ ‘investigating case’ 0,83 ‘investigating case’

Table 3: Extraction Result from Online News

Online News’s Sentences Software-related
Information

“We are creating situations that
make things easier for those pests
and pathogens that already cause us
woe,” she says.

‘creating situations’

Despite the epidemic, the govern-
ment has no immediate plans to
reintroduce the vaccine to the pub-
lic, Mark Timbal, spokesperson for
the National Disaster Risk Reduc-
tion and Management Council told
CNN Wednesday.

‘immediate plans
reintroduce vaccine’,
‘immediate plans’,
‘reintroduce vaccine’

A delay in seeking medical care in
severe dengue cases is often related
to deaths from dengue virus dis-
ease.

‘seeking medical
care’

Table 4: Evaluation Result
Method Precision Recall Accuracy F-Measure
POS
chunking

29.85% 24.02% 46.57% 26.62%

Domain
Specificity
[13]

43.34% 40.78% 49.94% 42.02%

DomText-
WMDS

61.09% 60.66% 65.18% 60.88%

The evaluation was done by comparing performance
indicators for phrase extraction approaches in online
news related to software (precision, recall, accuracy,
and f-measure). The comparisons were POS chunk-
ing, domain specificity, and DomText-WMDS. POS
chunking was commonly used to extract features from
software-related artifacts such as user reviews [17],
[41]. Meanwhile, domain specificity and DomText-
WMDS were intended to obtain information related
to software from non-related software artifacts such as
online news.

The evaluation showed that DomText-WMDS could
improve the precision and recall of extracted terms re-
lated to software requirements information. Compared
with a previous study, the precision and recall could be
improved from 43.34 % and 40.78 % to 61.09 % and
60.66 %. The precision and recall of DomText-WMDS

outperformed the results of POS chunking which only
produced values of 29.85 % and 24.02 %.

IV. DISCUSSION

In a previous study [13], we tried to apply the
domain specificity method to improve the precision
and recall from the traditional approach (POS chunk-
ing). The results of the previous study indicated that
domain specificity could increase precision and re-
call values. This increase suggested that a domain-
specific approach could better obtain software-related
information. In this study, we wanted to improve the
precision and recall by expanding the terms obtained
from the specificity domain using the vector space
model. Vector space models have been widely used to
obtain semantically related terms [30], [42]. The vector
space model was built from online news collections.

In this study, the data used lists functional re-
quirements in the Software Requirements Specification
(SRS) document repository and online news docu-
ments. With phrase detection, domain specificity for
software-specific vocabulary formation, vector space
using the FastText model, and Word Mover’s Distance
Similarity algorithm for term similarity calculations
were expected to produce a list of related information
correlated to the software functionality.

The finding of this study was that the application of
DomText-WMDS could improve the performance of
precision and recall obtaining information relevant to
software from online news. DomText-WMDS was an
approach to obtaining information relevant to software
from non-software-related artifacts by determining spe-
cific vocabularies with domain specificity. Then we
expanded the vocabulary with a vector space model. In
this study, we used FastText and WMDS to implement
this.

The DomText-WMDS approach produced better
precision and recall than using only domain speci-
ficity. In addition, the DomText-WMDS approach and
domain specificity outperform the general approaches
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used in available software artifacts, such as POS
chunking. This result was reasonable because the gen-
eral approaches only looked at the POS pattern of
the sentence without considering the domain context.
This method has proven successful when used in
artifacts related to software, such as user reviews, app
descriptions, and Twitter [14], [21], [43]. However,
when implemented in artifacts that were not related to
software, the resulting outcomes are less than expected.

The extraction results were relevant to the soft-
ware’s functionality based on the extraction of
requirements-related information that had been done
using DomText-WMDS. It was because, in the ex-
tracted term, there were words that contained soft-
ware functionality. These words were obtained from
a collection of statements of functional requirements
in the SRS repository. For example, the requirements-
related terms ’creating the situation,’ ’reported thou-
sand people,’ and ’recorded dengue’ contained the
words’ creating,’ ’reported,’ and ’recorded,’ commonly
found in the SRS documents. This reveals that the
SRS document impacts producing relevant information
to software functionality from online news. Using the
DomText-WMDS approach, we can find information
related to software functionality requirements from
online news based on its lesson learned. Domain
specificity helped filter the term consist in online news
and SRS documents. FastText model produces a words
vector, which was used to extract related semantically
terms with WMDS algorithm.

V. CONCLUSION

This study proposes extracting software-related in-
formation from online news using DomText-WMDS,
which is helpful for requirements elicitation. We in-
creased the precision and recall values compared to
approaches that only used domain specificity. The
result of this study achieved 60.97 % precision and
61.03 % recall. Limited studies existed on acquiring
software requirement information from non-software
sources. Most studies focused on software artifacts and
used conventional approaches like part-of-speech or n-
gram patterns, which were ineffective for extracting
requirements from non-software sources like online
news. Additional effort was required to filter software-
related information from non-software artifacts.

Extracting software requirement information from
online news was suitable for the requirements elicita-
tion stage, particularly when facing challenges in stake-
holder engagement or limited time. It could be as early
knowledge for the analyst system before discussing
it with stakeholders. Future studies should explore
innovative approaches to enhance precision and recall.
Further research is needed to fully understand and
utilize information extracted from online news for
analyst systems.
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